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Greeting Message 

Dear All, 

I am truly pleased to hold the 2023 International collaboration Symposium on IPS Waseda 
University (ISIPS) and the Special Academic Workshop MASR2023 amid the autumn 
atmosphere. 

Above all, I would like to express my gratitude to Professor Hee-hyeol Lee of IPS Waseda 
University and Professor Jae-hyun Park of Inha University for providing this workshop. In 
addition, I would like to welcome the researchers who attended the MASR2023. 

Now we are facing a new paradigm of change and bold innovation in the high-tech future 
industry. 

To respond boldly to this demand, DSC Platform and Korea University are playing a role 
as institutions that explore the future, including Mobility, AI, Semiconductor and Robots 
create value for high-tech future industries. 

But the complex challenges demanded by this era cannot be solved alone, and not by one 
university and country. 

I hope that through the MASR2023, research exchanges will be conducted with Waseda, 
Inha University and DSC Platform to contribute to the country and future industries, and 
that the challenges faced will be solved. 

Thank you.   

Choong-ho Cho 

Professor at Korea University, 

Head of the Daejeon-Sejong-Chungnam (DSC) Regional Innovation Platform 

Autonomous Driving System Project Division 
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(2021RIS-004) 

in addition to the support for ISIPS 2023 by 
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We thank again all participants in MASR 2023. We wish you a pleasant reading. 

      Kitakyushu, the 15th of November 2023 

 MASR 2023 Programme Chairs 

 Choong-ho CHO, Korea University, Korea 

 Hee-hyol LEE, Waseda University, Japan 

 Jae-hyun PARK, Inha University, Korea 
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Abstract                                                                             
 

In this paper, safe driving ODD scenarios were developed based on the threat factors of unexpected situations 
on real roads in Sejong City, and based on the derived ODD scenarios, the road situation risk and autonomous 
driving system implementation difficulty were analyzed by object/event. Based on the analysis results, we 
developed a model to display the level of operation for each segment of the autonomous shuttle service route. 
 
 
Topics: information and communication model, computational intelligence 
 
Introduction and background 
 

Self-driving cars initially replaced the driver's role with machines. To realize this, the ability to respond to the 
driving environment of the car and objects and situations in the driving environment is essential. For this, it is 
necessary to define Operational Design Domain and Object and Event Detect and Response.[1] Operational 
Design Domain(ODD) is a scope to define the specific operating conditions of the autonomous driving 
system(ADS). It is an essential concept for securing the safety of autonomous vehicles. Object and Event 
Detection and Response (OEDR) refers to the ability of ADS to respond in a specific situation with an object 
while driving. ADS's function is to accurately recognize dynamic and static objects within the range of ODD, such 
as vehicles (including emergency vehicles), pedestrians, cyclists and motorcyclists, animals, and road 
installations, and respond to possible situations.[2] Therefore, before developing an autonomous vehicle, ODD 
and OEDR for the road driving environment must be defined to ensure the safety of passengers and the safety 
of the autonomous vehicle. 

 
 

Experiments, results, analysis of the results 
 

The U.S. National Highway Traffic Safety Administration (NHTSA) divided autonomous driving systems' 
operational design domain (ODD) into six major categories: road infrastructure, operating constraints, 
objects/things, environmental conditions, connectivity, and operating zones.[3]  

 

Fig.1: ODD information collection and analysis of Sejong City  

11

mailto:daekuglee@korea.ac.kr
mailto:93jmj@korea.ac.kr
mailto:kinno21@korea.ac.kr
mailto:sayin@korea.ac.kr
mailto:knp6464@korea.ac.kr
mailto:chcho@korea.ac.kr


17th International collaboration Symposium on Information, Production and Systems (ISIPS 2023), and 
Workshop on AI application strategic industries: MASR 2023 (Mobility, AI, Semiconductor, and Robot) 

 

 
Referring to this, as shown in Figure 1, ODD items were derived by collecting and analyzing road traffic 

environment information in the shaded area of public transportation in Sejong City. We defined ODD (Operation 
Design Domain) and OEDR (Object and Event Detection and Response) by collecting and analyzing threat 
factors for unexpected situations on real roads through road field surveys by selecting five public transportation 
shaded areas in Jochiwon-eup, Sejong City.[4] 

 
We developed ten safe operation ODD scenarios for a safe self-driving shuttle service. We supplemented safe 

operation ODD scenarios using traffic accident images based on road traffic environment information. Figure 2 
shows the procedure for deriving a safe driving scenario based on the threat factors of an emergency on an 
actual road in the shaded area of public transportation in Sejong City. [4] 

 

 
To classify the shaded areas of public transportation in Sejong City based on the ODD scenario, we analyzed 

the risk of road conditions by object/event and the difficulty of autonomous driving system implementation. We 
classified road conditions into event prediction difficulty, traffic accident risk, event frequency, and violating traffic 
laws. Furthermore, we divided the autonomous driving system implementation field into recognition, judgment, 
and control, and we analyzed the difficulty for each category. We divided difficulty, risk, or frequency of 
occurrence into three levels: high (10 points), average (5 points), low (3 points), and 10 points for violations of 
traffic laws. Table 1 shows the scores calculated for each analysis item. 

 

 
Utilizing the analysis results on the degree of risk of road conditions by object/event and the difficulty of 

implementing the self-driving system, the self-driving shuttle service route being demonstrated in Jochiwon-eup, 
Sejong-si, is classified as level 1 (green), level 2 (yellow), level 3 (orange) and level 4 (red) as shown in Figure 
3 along with colors. 

 
 

Fig.2: Procedure for deriving safe driving scenarios based on road emergency threat factors 

Table 1: Road situation risk analysis by object/event and system implementation difficulty analysis 
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Conclusion 
 

In this paper, a safe operation ODD scenario was developed based on the threat factors of unexpected 
situations on real roads to develop and demonstrate safe on-demand autonomous driving shuttle service 
technology in the shaded area of public transportation in Sejong City. 

Based on the derived ODD scenarios, we analyzed the risk of road conditions and the difficulty of autonomous 
driving system implementation by object/event to establish criteria for classifying shaded public transportation 
areas in Sejong City and segmenting autonomous driving shuttle service routes using the classification criteria. 
We developed a model to display the level of operation for each level. 
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Fig.3: A map showing the level of autonomous driving 
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Abstract                                                                             
 

In this work, we introduce current utilizations of neural networks in the path planning field, including a 
segmentation task, a classification task, and a regression task. The main aspect of the utilizations is to predict a 
promising region that contains an optimal solution, which is regarded as a segmentation task. We further extend 
the utilization into classification and regression tasks, and then describe the challenge and our effort to enhance 
the performance. Furthermore, we propose an example of the utilizations by combining the segmentation task 
with the classification task, namely region and guideline prediction (RGP) model, which produces regions and 
guidelines for accomplishing non-uniform sampling, thereby improving the sampling efficiency, and reducing the 
calculation time of a sampling-based path planner, RGP-RRT*. The performance is validated by simulations in 
respect of the accuracy of the prediction results, and calculation time in path planning. 

 
 
 
Topics: robotics, machine learning, intelligent control 
 
 
 
Introduction and background 
 

Path planning problem focuses on finding a collision-free path to connect 
a starting point with a goal point. Previous research developed sampling-
based algorithms to tackle the path planning problem rapidly and reliably by 
generating samples. The samples are employed to explore a feasible 
configuration space and construct a graph like probabilistic roadmap [1] or a 
tree structure like rapidly exploring random tree (RRT) [2]. However, low 
efficiency of sampling impedes the development of the sampling-based 
algorithms, especially in complex environments (as shown in Fig.1). On the 
one side, redundant samples and exploration in useless areas lead to a long 
calculation with expensive solution costs. On the other side, samples without 
heuristic information struggle to escape a local trap, such as narrow 
passages.  

Fig.1:A sampling-based planner, RRT. 
in complex environments. 

Recently, a new perspective to enhance the sampling 
efficiency is introduced by utilizations of neural networks. As 
shown in Fig.2, neural networks predict a promising region as 
a key to improve sampling efficiency, Specifically, the region 
is defined as an area that contains optimal solutions in the 
feasible configuration space. Subsequently, sampling-based 
path planners employ the region domain as heuristics to 
realize non-uniform sampling, guaranteeing samples are in 
close proximity to the optimal path. The prediction process is 
regarded as a segmentation task, allowing convolution neural 
network architectures [3-9], generative adversarial networks 
[10,11], and transformers [12] to be integrated with the path 
planners. Nevertheless, the previous research only consider 
the segmentation task to extract the region information instead 
of other spatial and temporal information like the approximate 
length and the accurate position of the optimal path, which are 
rarely discussed before. 

Fig.2: Flow of neural-network-driven algorithms. 
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In this work, we extend and divide the utilization of neural networks into four tasks, and accordingly discuss 
the current challenges to further improve the performance of the neural-network-driven algorithms. 
Subsequently, we introduce the effort and extension we have made to overcome the challenges. Besides, we 
propose a CNN-based model as an example to illustrate the procedure of neural-network-driven algorithms. 
Simulations are conducted to verify the efficiency of the proposed method compared with other state-of-the-art 
algorithms. Finally, we present our thinking on the utilizations of neural networks in path planning.  

 
Utilizations and challenges in path planning 

 
we extend the utilization of neural networks. The utilization can be subdivided into three tasks referring to 

research targets. 
1) Segmentation task: As an essential application of neural networks, the segmentation task aims at 

extracting a promising region to construct a region sampling domain [4-11]. Sampling-based path 
planners greatly benefit from the region prediction results to implement a non-sampling strategy and 
enhance the sampling efficiency. However, the predicted region can be inaccurate and even 
disconnected, which mislead the exploration. 

2) Classification task: This task is designed to generate a guideline from the segmentation results, which 
can be regarded as the central line of the predicted region. We first introduce this guideline in [13]. It is 
more accurate to represent the position of the optimal solution relative to the region. Thus, the samples 
can explore the configuration space near the optimal solution efficiently. It should be noted that the 
samples generated in the guideline domain are far from each other since the guideline is narrow. This 
observation indicates that the attempts to connect each sample are time-consuming due to the blocking 
between samples far apart. 

3) Regression task: This task is first proposed in [14], and we employ a regression model to estimate the 
path length between the starting point and the goal point. In the previous research, we utilized the 
regression result to establish a graph for a multi-goal path planning problem, and the visiting order is 
computed based on the complete graph.  
 

Table 1 Tasks for neural networks in path planning 
Neural network task Previous research Internal challenge External challenge 

Segmentation [4-11] accuracy, 
connectivity Multi-task learning Classification [13] accuracy 

Regression [14] accuracy 
 

Unlike previous neural-network-driven algorithms with a single task, we extend the neural-network-driven 
algorithm involving two or more neural network tasks for path planning. It allows the neural network to extract 
rich information simultaneously, which is beneficial to enhancing the efficiency of path planers referring to the 
research targets. Consequently, an external challenge of multi-task learning should be considered. Due to the 
individual losses with different gradients and scales, it is significant to balance the individual loss from different 
tasks in joint learning. 

 
Effort to overcome the challenges 

 
To overcome the challenges, we proposed various methods in [13,14]. We outline our major contributions 

as follows: 
1) To enhance the accuracy and connectivity of the predicted region, we designed a UNet-like model, region 

prediction neural network (RPNN), involving a segmentation task as shown in Fig.3. Significantly, we 
devised a patch-level loss function, namely purity loss, to evaluate the significance of a pixel in 
maintaining the connectivity of the predicted region. Simulation results demonstrate a 3.46-5.84% 
improvement in accuracy, compared with the region prediction model, NEED [7], and MPT [12]. 
 

 
Fig.3: Illustration of the RPNN. 
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2) We implemented a multi-task learning model in [14] to tackle the multi-goal path finding problem. A 

regression module is integrated with a segmentation module, while a predicted region and an estimation 
of the length of the path are produced orderly by the proposed model, S&Reg, as displayed in Fig.4. The 
estimation is utilized for establishing a complete graph to compute a visiting order, while the region is 
employed to guide the search of a local path planner. The estimation and segmentation results are 
assessed by a mean squared error MSE and an intersection over union (IOU), respectively. The S&Reg 
achieves a 73.49 MSE score and an 81.60 IOU score. 
 

 
Fig.4: Illustration of the S&Reg model. 

 
Example of neural-network-driven algorithm 

 
In this section, we introduce an example by integrating the segmentation task and the classification task to 

realize rapid path planning. As shown in Fig.5, a region and guideline prediction model (denoted by RGP) is 
designed, including a region prediction sub-model and a guideline prediction sub-model. We designed a multi-
scale convolution module to enlarge the receptive field, allowing the decoder to extract more features to recover 
the resolution accurately. Additionally, a plain U-Net [15] fuses the original map and the output of the region 
prediction to extract the central line as the guideline. The outputs of the RGP are employed as a region domain 
and a guideline domain for sampling. Subsequently, a sampling-based path planner, RGP-RRT*, employs the 
sampling domains to realize a non-uniform sampler. Unlike other neural-network algorithms with a fixed bias 
probability, the RGP-RRT* utilizes an adaptive bias probability to select the sampling domain in different stages 
of the search procedure.  

 

 
Fig.5: Illustration of the RGP model. 

 
We conduct simulations to demonstrate the superiority of the RGP model and the RGP-RRT* in respect of 

prediction accuracy and calculation time to find an optimal path. Specifically, we utilize a dataset with 16000 path 
planning cases from https://github.com/RTPWDSDM/PPD, and a test dataset with 2400 scenarios including seen 
scenarios and unseen scenarios. The results are listed in Table 2. The RGP outperforms the other prediction 
neural networks (MPT [12] and NEED [7]) in region prediction. Because the MPT and NEED lack a classification 
sub-model to generate the guideline, we only present the results of the RGP. 

To verify the performance of the RGP-RRT* in path planning, we compare the RGP-RRT* with the RGP-RRT* 
without (w/o) AB, the NEED-RRT* [12], the MPT-RRT* [7], and the plain RRT* [16] based on 50 independent 
tests on four scenarios (as shown in Fig.6). The prediction results are displayed with the original map for better 
understanding. The predicted regions and guidelines are in deep red and orange, respectively. The exploration 
results of sampling-based path planners are illustrated in Fig.7. We can observe that the RGP generates 
guidelines to connect the starting point and the goal point although the region is disconnected as shown in 
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scenario 3. Benefitting from the accurate region and guideline, the RGP-RRT* achieves a 7.2-80.1% reduction 
in the calculation time with a 2.0-58.1% reduction in the sampler number.  

 
Table 2 Accuracy of neural networks in region prediction and guideline prediction 

 
 

Fig.8 shows boxplots of the calculation time in 50 independent tests on scenarios 1 to 4. The performance of 
all neural-network-driven algorithms greatly exceeds the plain RRT*, resulting from the non-uniform sampler 
based on the outputs of the neural networks. Notably, the NEED-RRT* shows worse performance in scenario 2 
on the score of misleading searching by the inaccurate region prediction results. In scenario 3, the RGP-RRT* 
outperforms the other neural-network-driven algorithms with the guideline sampling, which accounts for the fewer 
search areas (denoted by gray in Fig.7). 

 

 
Fig.6: Illustration of the RGP model. 

 
Fig.7: Illustration of the RGP model. 

 
Fig.8: Illustration of the RGP model. 

Conclusion and thinking 
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In this work, we introduced the utilizations and challenges of neural networks in path planning. Different from 
the mainstream utilization as a segmentation task, we categorized utilizations into a segmentation, a 
classification, and a regression task. We further presented the effort we had made in improving the performance 
of neural-networks-driven algorithms. Besides, we proposed an example utilization by combining the 
segmentation and classification tasks to enhance the sampling efficiency and reduce calculation time. The 
performance of the proposed model, RGP, and sampling-based path planner, RGP-RRT*, were validated by 
simulations.  

In my opinion, the neural networks can be extended with specific tasks for path planning corresponding to the 
research target, e.g. utilizing the regression model to predict the length of the optimal path. Moreover, balancing 
the difference among individual losses and designing an efficient non-uniform sampler based on the outputs of 
neural networks are significant to further enhance the performance of the neural-network-driven algorithms to 
tackle the path planning problem. 
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Abstract                                                                             
 

The subject of this study is an algorithm and complex sensor system to accurately and quickly determine fire 
and non-fire. In the event of a fire, a false alarm may cause a large-scale fire by mistaking the fire for a non-fire, 
and a false alarm in a non-fire situation may cause loss of human life and property by mistaking the non-fire for 
a fire. Therefore, it is very important to accurately and quickly determine fire and non-fire. 

One of the main reasons of false alarm of fire and non-fire is to determine a fire only by the amount of smoke 
and not analyze the components of the smoke. Smoke from materials such as plastic, wood, and clothing in the 
home is likely to be a fire, while cigarette smoke and cooking smoke are likely to be non-fire. Based on this idea, 
the characteristics of combustible combustion gas were collected and analyzed through a complex sensor that 
can analyze the composition of combustible combustion gas, and an algorithm for determining fire and non-fire 
was developed using a weighted cost function according to the characteristics of the components. 

The new fire/non-fire decision system developed through this study is expected to quickly determine fire and 
non-fire situation based on high reliability, extinguish the fire early before it spreads, and reduce social costs by 
reducing non-fire false alarms. 

 
 
 
Topics: IoT, machine learning, sensor system 
 
 
 
Introduction and background 
 

The problem of fire/non-fire false alarm of fire detectors is increasing every year and is becoming a serious 
social issue. These false alarms of fire detectors can cause non-fire alarms, resulting in unnecessary wastage 
of manpower and money, and loss of reliability. This loss of reliability can lead to a state of safety numbness that 
prevents early extinguishment of a real fire, resulting in property and life loss [1,2]. Typical non-fire alarm triggers 
in the home include cooking gas emissions(e.g., pork belly, fish, etc.) and tobacco-related gases, and there is 
currently a lack of research on how to accurately determine fire/non-fire and early fire suppression [3]. 

 
To solve these problems, we propose an algorithm that can determine fire/non-fire by analyzing the 

components of gas, unlike gas detectors that determine fire only by the amount of gas. To develop an algorithm 
that can accurately determine fire/non-fire in an indoor environment and extinguish it early, we set the fire 
situation as gas from wood, clothing, plastic, etc. and the non-fire situation as gas from cooking (pork belly, fish). 
Gas composition data of CO2, CO, NO2, and NH3 generated during combustion by substance for 200 seconds, 
which is the slow-growth fire time, is extracted, and then combustion characteristics by fire/non-fire situation are 
identified based on the data of combustion gas changes by substance to obtain a cost function that is weighted 
differently according to the characteristics of the substance. 

 
The integration of gas component analysis into existing fire and non-fire alarm systems could be a promising 

solution to mitigate false alarms and enhance overall system accuracy. Notably, existing research predominantly 
relies on image processing algorithms for fire detection, including methods like fire color analytics through CNN-
based image processing, analysis of optical flow patterns for video smoke recognition, texture analysis of smoke, 
and fire detection based on flame color dispersion and similarity in consecutive frames. In contrast, our approach 
introduces gas component analysis as an additional and complementary technique. We believe that by 
combining these diverse methods in an ensemble approach, we can significantly improve the effectiveness of 
fire and non-fire alarm systems, ultimately leading to more precise and reliable fire detection and early 
suppression capabilities. 
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Goals, proposed method, novelty 
 

In our study, we aimed to investigate combustion gases produced during fires in indoor environments, with a 
particular focus on slow-growth fires that are commonly observed in homes. To accomplish this, we conducted 
experiments utilizing a semiconductor CO2 sensor known for its high gas detection sensitivity and an 
electrochemical CO, NO2, NH3 multi-channel gas sensor. 

 
The fire conditions in our experiments simulated typical household scenarios involving materials such as wood, 

clothing, and plastic. In contrast, we used 'meat gas' to represent non-fire conditions. For consistency and to 
ensure the reproducibility of our results, we maintained the same mass for both fire and non-fire items. Therefore, 
we employed 5 grams for the fire items and 200 grams, which corresponds to a serving size, for items like 'meat 
gas’. 

 
To capture relevant data, we set the flue gas measurement time to 200 seconds, a standard duration for early 

detection of low-growth fires. During the experiments, we ignited the fire items using a torch, while the non-fire 
item(‘meat gas’) was ignited using a highlight. Additionally, we took measures to block any interference from 
gases other than the flue gas, as illustrated in Fig 1. 

 
 
 

The item Weight Key Ingredients 

Wood 5g Solid wood : 100% 

Clothing 5g Cotton : 100% 

Plastic 5g ABS : 100% 

Pork Belly 200g Pork : 100%  

Beef Sirloin 200g Beef : 100% 

Mackerel 200g Fish : 100% 

Table 1 : Experiment Material Properties 
 
 

 
Fig 1 : Combustion Gas Measurement Experimental Process 
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Experiments, results, analysis of the results  
 

 
Fig 2 : Graph of Combustible gas concentration by substance 

 
Based on the experimental data results, we found that the combustion gases that are effective in determining 

fire and non-fire are CO2, CO. In the case of fire, CO2 increases rapidly, CO has a negative slope when gas is 
generated. For non-fires, the CO2 concentration increases slightly below 1000 ppm, with a positive slope for CO. 
This analysis of combustible composition can be used as an effective way to apply algorithms for determining 
fire and non-fire. 
 
 
 
Cost Function and Algorithm Development 

 
Based on experimental data, we conducted an analysis of gas composition data for various combustible 

materials and identified CO2, CO, and temperature as crucial variables for distinguishing between non-fire and 
fire conditions. Consequently as shown as Equ 1 and Equ 2, we developed two cost functions: one incorporating 
CO2 and CO, denoted as i and j, with varying weights assigned based on component characteristics, and another 
cost function solely based on temperature.  

 

!!(#) 	= 	 (' ∗ )!)	–	(+ ∗ )") 
Equ 1 : The cost function related to CO2 and CO 

!"(#) 	= 		
,

, + .#(%#&") 
Equ 2 : The cost function related to temperature 

 
First, for Equation 1, the flue gas concentration values of CO2, CO obtained from the experimental data are 

normalized by converting them to values between 0 and 1, respectively, and then the weights are set for CO2, 
CO which play an important role in distinguishing between fire and non-fire. CO2 is assigned a high weight 
because it has a strong influence on fire judgment, CO is assigned a low weight because its negative slope helps 
distinguish fire. Therefore, in this study, a weight of 0.7 was assigned to CO2, and a weight of 0.3 was assigned 
to CO. By multiplying the normalized value of each combustion gas, denoted as i and j, by their respective 
weights, a weighted value is calculated. Fire and non-fire conditions are determined based on the resulting cost 
function value 

 
Following Equation 1, Equation 2 is designed as a temperature-related cost function. It is configured to have 

values between 0 and 1 by setting the indoor sprinkler activation temperature to 72 degrees Fahrenheit. 
 
 And so, if either of the two functions yields a value exceeding 0.5, it is considered a fire event. It's important 

to note that the weights and the threshold temperature are arbitrarily set and may require optimization in 
accordance with specific situations in the future. 
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Using these two cost function, you can develop an algorithm that takes gas composition data as input to 
determine whether there is a fire. The algorithm enables accurate fire/non-fire judgment and improves the 
accuracy of early suppression and alarm generation in actual fire situations.  
 
 
 
Conclusion 
 

To solve the problem of non-fire alarms caused by malfunctioning fire detectors, this study proposes a new 
algorithm for determining fire/non-fire by analyzing the components of gas. The algorithm is expected to improve 
the accuracy of fire detection and contribute to preventing the cost and loss of reliability due to malfunction. 

 
In order to develop an algorithm that can accurately determine fire/non-fire in an indoor environment and 

extinguish it early, we conducted an experiment to analyze the composition of smoke and found that the 
characteristics and temperature of CO2 and CO combustion gases can reliably distinguish between fire and non-
fire. Based on this, a weighted cost function for CO2 and CO and a cost function related to temperature can be 
constructed to develop an algorithm that determines whether a fire is present based on smoke composition and 
temperature. 

 
In the future, we will conduct experiments to extract combustion gas data other than CO2, CO, NH3, and NO2 

to see if there are other gas components that can be applied to the fire/non-fire discrimination algorithm, and we 
plan to construct a comprehensive cost function that incorporates multiple gas components. 

 
The proposed algorithm is expected to serve as a useful tool to improve the accuracy of early suppression and 

alarm generation in real fire situations, thereby reducing the occurrence of unnecessary non-fire alarms, 
improving the reliability of fire detection, and minimizing the damage to property and people. 
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Abstract                                                                             
 

Autonomous driving for mobile robot is basically rely on [1] Highly Definition map (HD map), But mobile robot`s 
driving is quite different from car. This map is not enough to overcome variable situations mobile robot face. In 
this paper we review how to optimize process of driving on slope in 3 steps entry process, driving on slope and 
exit process. This extended ability makes it possible mobile robot to drive on more widespread area. 

 
 
 
Topics: Computational Intelligence, Planning and Scheduling, Intelligent and process control system, robotics, 
Wireless communication. 
 
 
 
Introduction and background 
 

• Mobile robot has been developed for years and we can see some mobile robots inside of the buildings but we 
want to make mobile robots driving on both inside and outside. For the experiment [2] we use Ackermann 
based mobile robot (Fig. 1) which can change wheel`s direction separately. 

. 
 

. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1: Ackermann based mobile robot 

 
 

• We first divide the process into 3 steps entry process, driving on the slope and exit process. Figure 2 shows 
the 3 steps. We don`t include getting out from the downhill in the process. Because it is totally same to the first 
step. For better driving, if we don’t` slow down the robot when it starts to drive on the slope, mobile robot`s 
wheel could be damaged a lot and in worst cast robot could rolled over. So it need to divide the process and 
optimize each step. 

•  

. 
 Fig.2: Mobile robot`s driving on slope process 
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Goals, proposed method, novelty 
 

To accomplish our goal we use the Ackermann based mobile robot which has big flexible mobility on driving 
environment. While the mobile robot driving on the slope based on information the path planning algorithm 
provide it will store some informations related with IMU, Motor speed and software errors. After that we analyze 
the data which component is crucial. 

 
 

Ackermann can steer it`s four tires angle so we can change Center Of Mass(COM) which means it has flexibility 
of mobility But it is very hard to how steer the each tire based on given data from controller. Fig3) So we make 
the Flowchart of mobile robot`s control system. 

 
Fig.3: Flowchart of mobile robot`s control system 

 
 

Table1: Classification of mobile robot`s each mode  

As shown in table1 each mode has properties, so we can use 4 modes at different situation 
 

Experiments, results, analysis of the results 
 

In this experiment we first did kinematics of Ackermann not only for the case COM is middle of robot also for 
•  the case COM is middle of each side. Fig4 represents example when COM is locate at different location. 

 
 
 
 
 
 
 
 
 
 
 
 r 
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x 

!⬚ 

x 
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Fig.4: when COM is located at center of mobile robot(left) when COM is located at middle of left side(right)  
 

Where r=linear/angular, l=wheelbase, x=turning radius, !=steer angle. In this experiment we hope to optimize  
Ackeramnn based mobile robot`s control process to correspond with gradient in different condition. This 
experiment is meaningful as initial step for future works. In the future works we will include various situations like 
obstacles, road condition and tremor. 
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Abstract                                                                             
 

There are a lot of ways to obtain good results in large scale optimization, which have been studied in 
multidisciplinary optimization. Among them, multi-level optimization is one of the most efficient methods. We 
need to go through decomposition of the main problem, and make levels of small-scale optimizations, and finally 
recompose them to get final solutions. If and only if we can avoid feedbacks of decisions among levels, it will be 
so efficient to be real use. It is said that if we can set efficient side constraints to the following levels, we can limit 
these feedbacks. Theoretically, this idea seems to work. But there are no effective ways to give side constraints. 
We have applied robust design that it can control deterioration of behavior functions with handling width of design 
variables. It means we can treat design variables as interval variables. We have shown effectiveness of the 
proposed method through numerical example. In this paper, we are going to show its back grounds why it works 
so well. 

 
 
 
Topics: Machine Design, Design Engineering, Multi-level Design, Robust Design 
 
 
 
Introduction and background 
 

Needs for using optimization in large scale problems become urgent these days. Besides, their problems become 
more reality in industry, problems need to treat complicated nonlinearity especially in constraints. Although, there are 
great developments of PC powers, and also with methodological algorithms in optimization, it still does not catch up 
with the size problem of real use. To make problem in effective size, there are multi-level optimization which decompose 
the problem in small size, and make loops to recompose the problem. As optimization size becomes small, we can carry 
out each optimization quite effectively. However, we need to solve compromise problems between decisions in levels. 
Otherwise, it is difficult to converge forever. To avoid the situations, there are recommended to set side constraints to 
the next levels to limit range of decisions to keep your own decisions. However, there is no significant method to give 
side constraints, therefore these recommendations are quite difficult to be used. On the other hand, Robust Design has 
been studied for a few decades. It can control deterioration of both objective functions and constraints with design 
variables and their perturbations. Therefore we can treat interval variables and we can determine side constraints for 
each design variables. Unesaki[1] had shown effectiveness of the proposed method through numerical example. We 
actually do not need to carry out any feedbacks at all. In this paper, theoretical back grounds why it works so well are 
going to be discussed. 

 
Multi-level Optimization in MDO 
 

One of the most successful study in Multidisciplinary optimization (MDO) had done by Kroo[2], and it theoretically 
leads how to decompose main problems and how to make effient levels of sub-problems. Figure 1 shows just 
decomposition and good decomposition. In this figures, upper right connections mean there are some design variables 
to be succeeded to the levels that has connections. Lower left connections mean that there are mutual design variables 
between both levels. Which are called feedbacks that we would like to avoid.  As there are feedbacks of design variables 
which are involved in different levels and if they have compromised decisions, we need to carry out sub-problems 
optimization again and again when levels were decomposed which has larger loops. They also recommended to set 
side-constraints to cut these loops. If and only if we can give effective side-constraints decomposition might be (C) in 
Fig. 1. Thus, we can reduce a number of small optimizations to get results finally. In order to make ideal decomposition, 
we need to give side-constraints efficiently, so that we do not need to go through feedbacks.  For that purpose, we need 
to treat design variables which are included in different levels as interval variables. As for behavior variables, we need 
to determine deteriorations of them for those intervals. 
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Figure 1 MDO decomposition of the problem 

 
 

Robust design with fuzzy numbers 
 

Robust design is one of the major topics in the field of optimization for decades. It treats perturbation of behavior 
variables under a sort of uncertainty in design variables and its parameters. Most of them treat these uncetainty 
as probability and which are determined priori to the design. Arakawa[3] proposed to use fuzzy numbers as 
design variables, and make it possible to control width of design variables. This idea is prefarable to the problems 
that we are going to treat. We recomended to use optimization of worst case for robust design[4] and made 
formulation according to ideas of fuzzy numbers, we give formulations as follows. 

 
!"#
!
!$%
"
	'(%, *)          (1) 

 
Subject to 
 
min
#
g$(%, 0) − g$% ≥ 0         (2) 

 
Where x is vector of design varialbes, p is vector of parameters and it includes fuzzy parameters, f is objective 

function and gk is constraints. Equation (1) means worst case can be determined by maximization of parametes 
p, and we would like to minimize it with design variables x. Equation (2) means that we can keep constraints 
even with worst case of constraints. Clearly, it is composed by two loop of optimization. Which is difficlt to be 
solved.  Therefore we are going to introduce release variable z to avoid this problem and formulate it as multi-
objective optimization as follows. 

 
!"#'(%, *)          (3) 
!"#4           (4) 
!$%*           (5) 
 
Subject to 
 
5(%, *) ≤ (7 + 	9)5(%)         (6) 
:$(%, *) − :$& ≥ 	0         (7) 

 
It seems a little strange, but Eq. (4) and (5) always have conflict so that it will be equivalent with Eq.(1) but 

does not need to have inner and outer loop, but trade-off analysis. With relax variable z, we can solve robust 
design within allowable numbers of function calls. 

 
Golinski’s speed reducer 
 

There are a lot of bench mark problems that AIAA provides. Among them Golinski’s speed reducer has mid-
size problems with mid-size constraints (7 design variables and 11 constraints). If the number of design variables 
are less equal 4, no matter how complex the problems are, it is relatively easy to solve. Formulation of Golinski’s 
speed reducer are followings.[5] 

Minimize 
! = #'($($))%#')$*) + #'*$* − #'+( − #',($-) + $.))$( + #'-($-* + $.*) + #'(($+$-) + $,$.))  (8) 
Subject to 

+( =
#/(

$($))$*
≤ 1.0	, +) =

#/)
$($))$*)

≤ 1.0, +* =
#/*$+*
$)$*$-+

≤ 1.0	, ++ =
#/+$,*
$)$*$.+

≤ 1.0	 
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#/-#1$.*
≤ 1.0, +. =
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≤ 1.0	, +2 =
#/2$)
$(

≤ 1.0 

+3 =
$(

#/3$)
≤ 1.0, +(4 =

#/(4$- + #/)+,
$+

≤ 1.0, +(( =
#/(($. + #/)+,

$,
≤ 1.0 

2.6 ≤ $( ≤ 3.6,0.7 ≤ $) ≤ 0.8,17 ≤ $* ≤ 28, 7.3 ≤ $+ ≤ 8.3, 7.3 ≤ $, ≤ 8.3, 
2.9 ≤ $- ≤ 3.9, 5.0 ≤ $+ ≤ 5.50 

Where 
#'( = 0.7854, #') = 3.333, #'* = 14.9334, #'+ = 43.0934, #', = 1.5079, #'- = 7.477 

#/( = 27.0, #/) = 397.5, #/* = 1.93, #/+ = 1.93, #/,	 = 1100, #/-	 = 850, #/.	 = 40.0, #/2	 = 5.0, #/3	 = 12.0 
#/(4 = 1.5, #/(( = 1.1, #0() = 745.0, #0( = 1.69 × 10., #1	 = 0.1, #0)	 = 1.575 × 102, #)+, = 1.9 

 
Table 1 shows attempts from a number of researchers. There might be a lot more to be listed, but I picked 

several of them to show its difficulties. Some of them, I do not have precise data. Most likely, Lin and Agent PSO 
finally reached to global solutions. 

 
Table 1 Comparison of the results 

 
 

MDO test suites used to prepared multi-level optimization of this problem as in figure 2. And its formulations 
are followings. 

 

 
Figure 2 Structure of multi-level optimization of Golinski’s Speed Reducer 

 
In this figure, black variables in left bottom area show their decisions are fixed and to be used in the following 

levels. Red variables need to be feedback from the following levels. Therefore, if there are compromise between 
them, we have to make decision all over again.  

 
Level1-1: Design variables are x1,x2,x3	

minimize		5( = >'(?(?))@>')?*) + >'*?* − >'+A	 	 	 	 	 	 	 (9)	
Subject to g1,g2, g8 and g9. 
Optimum results are x1=3.5, x2=0.7, x3=17 and f1=1581.46. 
 
Level1-2: Design variables are x2, x3, x4, x6 and use results of x1 in Level1-1 

CDEDCD9F	5) = −>',?(∗?-) + >'-?-* + >'(?+?-)       (10) 
Subject to g3,g5 and g10 
Optimum results in all independent case are x1=3.6, x2=0.8, x3=28, x4=7.3, x6=3.345304 and f2=283.333. 
 
Level1-3: Design variables are x2, x3, x5, x7 and use results of x1 in Level1-1 
CDEDCD9F	5* = −>',?(∗?.) + >'-?.* + >'(?,?.)       (11) 
Subject to g4, g6 and g11 
Optimum results in all independent case are x1=3.6, x2=0.8, x3=28, x5=7.3, x7=5.28568 and f3=1112.68. 
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Level2: Design variables are x2, x3, x4, x5 and use results of x1 in Level1-1, x6 in Level1-2 and x7 in Level1-
3 

 	
CDEDCD9F	5+ = >'(?(∗@>')?*) + >'*?* − >'+A−>',?(∗(?-∗) + ?.∗)) + >'-(?-∗* + ?.∗*) + >'((?+?-∗) + ?,?.∗))		(12)	
	
Subject to g7 
Optimization of all independent case are non-sense in this level.	Results are going to be discussed more 

detail later. But you can see there are conflicts in x1, x2 and x3. 	
 

Proposed Method 
 

Problems in MDO lie in conflicts in design variables in each level. From figure 2, we can understand we should use 
decision of x1 in Level1-1. Therefore, x2 and x3 might be major conflicts for all decisions. Same problems should exist 
in x4 and x5. Thus, we would like to set upper and lower bound for these design variables. Meaning we would like to 
treat them as interval design variables. 

Let them set as 
 
$7 = [$7 − |>7|, $7 + |>7|]         (13) 
 
Then, clearly pi gives you upper and lower bound of xi, and for robust design, we are going to treat them as perturbation 

of design variable xi. For MDO, we would like to have larger perturbation in order to give more freedom of decisions for 
the designer of next level, at the same time, to keep deteriorations of the designers’ behavior variables of their own 
level. Robust Design ensures you that within perturbations you have determined they are going to keep deterioration of 
objective functions within the amount of you have decided and also to keep constraints. Therefore, designers does not 
need to care for feedbacks from following levels. Besides, designers can show their decisions of deteriorations to the 
following levels to explain how much efforts they did for them. This information will be precious for following designers 
to be accept their decisions. Moreover, they can expect that decisions the following levels would not be the worst case 
for them. 

 
Results 
 

Results are shown in Table 2. Assume no body knows conventional results, but they all start from initial stages for 
each level, and they are shared. And all level1 designers knows their own optimum results but does not share their 
information. From level1-1, x1 is determined. Most likely, this decision is not accepted directly by level1-2 and level1-3. 
Most likely, they insist to get a little closer to their decisions. But even after they accept x1 and optimize the result shown 
in table, gaps between their own optimum are about 2 and 4. Same as x2 and x3, Level1-1 can insist their decision will 
be better than level1-2 and Level1-3 get a little worse even if they accept x2 and x3. Therefore, it might not be so hard 
to explain and make them accepted. Difficulty still stays there in Level1-3 and Level 2. As they break constraint g11 in 
final. But Level 2 does not have responsibility for g11. And Level1-3 does not know how to put side constraints on x5.  

In proposed method, Table 3 shows trade-off analysis of Level1-1. At initial aspiration levels, we can see there are 
enough room for x2 and x3, but did not reach to the satisfaction level of objective functions. There are two ways to make 
function f1, that are giving more lower aspiration level or to make ideal value worse. We took later one in this time. In 
2nd trial, it seems we have achieved satisfaction level on objective function. Therefore, we tried 3rd settings as to keep 
function f1 and try to have a little wide range for x2 and x3. 

 
Table 2 Comparison of the results 
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Table 3 Results of trade-off analysis in Level 1-1 

 
 
Unfortunately, we cannot get wider ranges so we decided to quit trade-off analysis. From given x1 and given upper 

and lower bound for x2 and x3, Level1-2 is formulated as x1 is fixed, x2,x3 usual design variables with given upper and 
lower bound from Level1-1, x4 is interval variable, x6 is usual design variables with given original upper and lower 
bounds. Level1-3 is formulated as x1 is fixed, x2, x3 usual design variables with given upper and lower bounds from 
Level1-1, x5 is interval variable and x7 is usual design variable with original upper and lower bounds. Finally Level2 is 
formulated as x1 is fixed, x2, x3 is usual design variable with original upper and lower bounds, x4 is usual design 
variables with upper and lower bounds from Level1-2, x5 is usual design variables with upper and lower bounds from 
Level1-3, x6 is fixed from Level1-2, x7 is fixed from Level1-3. Difference between usual MDO and proposed method 
can be seen in x5. As usual MDO did not have any lower bound to keep constraint g11 within active area, Level 2 in 
usual MDO gave x5=7.3 as lower bound. On the other hands proposed method as lower bound from robust design, 
therefore is lower bound are limited to keep constraint g11. As a results, we do not need to carry out any feedback at 
all. Moreover, if you look at the final results, you can see they are always better than the worst case decisions. Thus, 
they do not need any feedbacks. With power of robust design we can well control behavior variables even with interval 
variables. 

 
Conclusion 
 
There are requirements to treat large scale optimization in industries. However, size that we can treat effectively in 

real use might be up to 6 or 7 design variables, even in simple behavior function cases. In order to extend their size, it 
might be good choice to make formulation in MDO, multi-level optimization. Theoretical idea is great, but at the same 
time, there are a lot of compromise decisions between levels so that we need to carry out a number of feedbacks. It will 
occasionally never converge. To avoid it, it is recommended to give upper and lower bound for design variables for 
following levels to cut the feedback loop. But there was no specific method to give these bounds effectively. In this 
paper, reason why robust design works effectively in MDO, multi-level design. With robust design we can treat interval 
variables. Interval variables mean giving upper and lower bound for design variables. Within its perturbations, we can 
control deterioration of objective functions and also ensure to keep constraints for behavior functions. Its effectiveness 
are shown through famous benchmark problem call Golinski’s speed reducer. 
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Abstract                                                                             
 

In this paper, we propose a multi annotated traffic context augmentation dataset that includes class, behavior, 
and location information of objects in driving environment. Class of objects refer to the type properties of each 
object. Location of objects refer to the semantic location of the area where each object exists, and behavior of 
objects refer to the action that each object is currently performing. We developed an annotation program for 
multi-annotation of behavior and location for multi-objects. We proposed a situation awareness model for object’s 
location and behavior statement detection to validate the proposed dataset. We had experiments on YOLOX and 
YOLOv6 based situation awareness model and showed a comparison table to prove that the proposed situation 
awareness model performs better. 
 
 
Topics: computational intelligence machine learning, vision/image processing 

 
 
Introduction  
 

In recent years, autonomous driving has emerged as a fast-growing research area. Deep learning-based 
systems are being researched in the mainstream and showing successful performance. While self-driving cars 
rely on deep learning to make decisions in real-world situations, major reasons for concern remain in terms of 
safety, ethics, cost, and reliability [1]. In terms of safety, self-driving cars need to understand the roadway 
environment and make appropriate decisions accordingly. Therefore, situational awareness and the ability to 
accurately understand the behavior of other road users are required for autonomous driving in a complex road 
environment in the city. 

 
 Training dataset plays a very important role for successful deep learning model training and development. 

Although various datasets for autonomous driving are being released by various institutions, it is difficult to learn 
a reliable deep learning model because the platform used to collect the dataset and the environment in which 
the actual experiment is conducted are different.  

 
There are many things to consider for self-driving cars in urban areas. Even the same object in an autonomous 

driving environment has different risks depending on the location and behavior of the object. Existing 
autonomous driving dataset only provide information on object, lane and semantic segmentation information 
[2][3]. There is a need to research and develop a dataset that define location and behavior of surrounding objects 
[4]. 
 

In this paper, we propose a multi annotated traffic context augmentation dataset that includes behavior and 
location information for objects in driving environment. We developed an annotation program for multi-annotation 
of behavior and location for multi-objects. We trained a model for object’s location and behavior statement 
detection to validate the proposed dataset. 

 
Traffic Context Augmentation Dataset 
 

To detect situation awareness of campus roadway environment, this paper uses two-dimensional multi-object 
detection technique. The two-dimensional multi-object detection technique recognizes the locations of target 
objects in the input RGB image as two-dimensional boxes and classifies the classes of the objects. In addition 
to detect the position and class of a box in a conventional multi-object detector, we define and classify its location 
and behavior properties.  

Class of objects refer to the type properties of each object. Location of objects refer to the semantic location 
of the area where each object exists, and behavior of objects refer to the action that each object is currently 
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performing. We defined that an object's class, location, and behavior can only have one attribute, with no overlap. 
The roadway environment situation awareness result is shown in the Figure 1. The position of detected objects 
is represented by a box form, the class is represented by the color of the box, the location and the behavior is 
represented the property information as letters with index. 

 

 
Fig 1: Multi-annotation results of roadway environment situation awareness 

 
Class of objects. In the campus road environment, the objects or people able to perform actions which can 

influence the decision made by the autonomous vehicle are classified : car, bus, electric kickboard, motorbike, 
bicycle, pedestrian. 

 
Behavior of objects. We have defined movements that can be performed by cars, vehicles, and pedestrians. 

For cars, we defined the following actions: moving forward, backward, slowing down, stopping, left and right turn 
signal, hazard lights, turning left, turning right, and turning. In addition, pedestrian movements are defined as 
moving forward, preparing to cross, and crossing, and vehicle movements were defined as moving forward, 
backward, slowing down, stopping, turning left, turning right, and turning. 

 
Location of objects. We propose to label the location of each object from the perspective of the autonomous 

vehicle. For example, a pedestrian can be found on the sidewalk, while crossing on the road. Locations of objects 
are defined : road, parking lot, bike lane, bus stop, sidewalk and roundabout. 

 
Label name Description 

Car A  car  up  to  the  size  of  a  multi-purpose  vehicle 
Bus A  single  or  double-decker  bus  or  coach 

Electric kickboard A person is riding electric kickboard 
Motorbike Motorbike,  dirt  bike,  scooter  with  2/3  wheels 

Bicycle A person is riding a push/electric bicycle 
Pedestrian A  person  including  children 

 
Table 1: List of Traffic Context Augmentation Dataset Objects classes with description 

 
Label name Description 

Moving forward Object moving in the direction from it is currently going 
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Moving backward Object moving in the opposite direction from it is currently 
going 

Slowing down Object slows down with rear brake lights shining 
Stopping Object stationary  but  in  ready  position  to  move 

Left and right turn signal Object indicating  left/right  by  flashing  left/right  indicator  light 
Turning left and right Object is  turning  in  left/right  direction 

Turning Object is  turning  at  roundabout 
Preparing to cross Agent  on  a  pavement,  stationary,  facing  in  the  direction  

of  the  road 
Crossing Agent  crossing  road 

 
Table 2: List of Traffic Context Augmentation Dataset Behavior classes with description 

 
Label name Description 

Road Object is on the road 
Parking lot Object is in parking lot 
Bike lane Object is in bike lane 
Bus stop Object is at bus stop 

Roundabout Object is at roundabout 
Sidewalk Object is on sidewalk 

 
Table 3: List of Traffic Context Augmentation Dataset Location classes with description 

 
 
Multi-annotation program for muti-objects 

 
We developed a program to describe the class, behavior, and location properties of objects using the campus 

roadway environment data collected on campus. Existing annotation programs do not provide functions to assign 
more than one attribute to an object, so we developed a program for our purpose. Our program was developed 
to be cross-platform, working in various platform environments: Windows, MacOS, and Linux. The annotated 
data is saved as txt and json files in the form <class id>, <action id>, <location id>, <x_center>, <y_center>, 
<width>, <height>. 

 
Situation Awareness Model 

  
YOLOv6 model structure to train the road environment situational awareness dataset proposed in this study, 

we modified the previously published YOLOv6 model and proposed situation awareness model [5]. YOLOv6 
model uses Rep-PAN(Path Aggregation Network) neck module to improve accuracy and computation cost. Rep-
PAN module improves localization performance by effectively passing lower layer feature information to the top 
layer through bottom-up path augmentation. Since the existing YOLOv6 model has a structure that can only 
classify the class of objects, we modified the structure as shown in Figure 2 to further detect the behavior and 
location of objects. The model was modified to have separate branches and heads because the class, location, 
and behavior of objects are expected to have different characteristics and areas that need to be referenced, 
whereas the existing model had one branch and head. The decoupled head structure provides faster 
convergence and improved AP(Average Precision) than the traditional coupled head method [6]. 

 

 
Fig 2: Proposed YOLOv6 based situation awareness model architecture 

Experiments 

37



17th International collaboration Symposium on Information, Production and Systems (ISIPS 2023), and 
Workshop on AI application strategic industries: MASR 2023 (Mobility, AI, Semiconductor, and Robot) 

 
To build a traffic context augmentation dataset that further defines the class, behavior, and location of objects, 

we collected data from Korea University Sejong Campus in South Korea, collecting a total of 80,972 uncensored 
photos. The data was mainly collected during daylight hours with good visibility and includes rainy weather 
conditions. We selected and annotated 4800 photos where the class, location, and behavior of the objects are 
well represented, taking into account shake, viewing angle, and speed of the vehicle.  

From the generated dataset of 4800 images, 3600 images were used as training data and 1200 images were 
used as validation data to train and validate the situational awareness model. The results are evaluated in terms 
of frame-level bounding box detection, and the evaluation measure is mean average precision(mAP).  

Table 4 shows the mAP comparison for the YOLOX and YOLOv6 models on the proposed traffic context 
augmentation dataset. The proposed YOLOv6 model shows that it detects the class, location, and behavior of 
objects better than the YOLOX model. In particular, the proposed model is better at detecting the behavior of 
objects in our dataset because it is simpler than the existing method to characterize the behavior of objects 
based on their location. 

 
Model Attributes mAP 

YOLOX based Situation 
Awareness Model 

Class of Objects 78.5% 
Location of Objects 57.5% 
Behavior of Objects 45.2% 

YOLOv6 based Situation 
Awareness Model 

Class of Objects 82.4% 
Location of Objects 58.6% 
Behavior of Objects 53.4% 

 
Table 4: Comparison mAP on YOLOX and YOLOv6  based situation awareness model for proposed traffic context 

augmentation dataset 
 

Table 5 shows the mAP comparison by behavior class of objects for the proposed YOLOv6 based situation 
awareness model. This table shows mAP of each behaviors to find out which behaviors are not well detected. 
Moving forward, Preparing to cross and Crossing classes show higher mAP results than other behaviors. Since 
our proposed dataset consists of image data, our model had difficulty detecting objects in situations where 
objects are moving backward, slowing down, or stopping in still images. On the other hand, the performance was 
relatively good when the objects are moving forward and crossing. When objects are turning, the performance 
is poor due to the resolution of the image and the ambiguity of the situation. 

 
Behavior Class Validation Test 
Moving forward 72% 72.3% 

Moving backward 34.7% 30.4% 
Slowing down 30.6% 33.2% 

Stopping 45.8% 42.3% 
Left and right turn signal 56.5% 54% 

Turning left and right 55.4% 53.2% 
Turning 63.8% 62% 

Preparing to cross 64.3% 62.3% 
Crossing 67.5% 68.3% 

 
Table 5: Comparison of mAP by behavior class of objects for the proposed YOLOv6 based situation awareness 

model 
 

Conclusion 
 

In this paper, we propose a multi annotated traffic context augmentation dataset that includes class, behavior and 
location information for objects in driving environment. Class of objects refer to the type properties of each object. 
Location of objects refer to the semantic location of the area where each object exists, and behavior of objects refer to 
the action that each object is currently performing. We developed an annotation program for multi-annotation of 
behavior and location for multi-objects which is not existing. proposed a situation awareness model for object’s 
location and behavior statement detection to validate the proposed dataset. We had experiments on YOLOX and 
YOLOv6 based situation awaress model and showed a comparison table to prove that the proposed model performs 
better. In future research, we will change the structure of YOLO's backbone network and head network to improve the 
performance of object location and behavior. 
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Abstract                                                                             
 
In recent years, the healthcare and wellness industry has grown dramatically due to the increased focus on 

health. Early detection of cardiovascular disease through electrocardiogram monitoring is becoming increasingly 
important. Recent advances in artificial intelligence have made great strides in the early detection of 
cardiovascular disease through electrocardiogram. This paper presents a method to monitor electrocardiogram 
in real time by implementing artificial intelligence technology on edge device using IoT technology, unlike the 
existing server-based artificial intelligence technology.  Since the edge device used in this paper has limited 
resources, the TensorFlow Lite that is specially designed to support real-time machine learning (ML) inference 
on low-power and resource-constrained edge devices was used.  The performance of the pre-trained model and 
the lightweight model was compared through TensorFlow Lite to confirm whether the application was suitable.  

 
 
 

Topics: Embedded System, Healthcare, electrocardiogram, Deep Learning, TensorFlow Lite Micro 
 
 
 
Introduction 
 

Health and wellness are paramount concerns in modern society, leading to significant growth in the healthcare 
industry. Among various health threats, cardiovascular disease (CVD) stands out as one of the leading causes 
of death globally. This trend, exacerbated by an aging population, underscores the importance of early and 
accurate diagnosis. The primary diagnostic tool for detecting heart rhythm disorders, a leading cause of 
cardiovascular disease, is the electrocardiogram (ECG) which records the heart's electrical activity at specific 
moments [1], [2].  

 
Myocardial cells, stimulated by the heart's conductive system, undergo cycles of contraction and relaxation. 

An electrocardiogram captures this electrical activity, with waveforms typically divided into P, QRS Complex, T, 
and (U) sequences. A normal electrocardiogram cycles in the P-QRS-T-(U) order. The QRS complex represents 
the electrical activity of the ventricles: The Q waveform starts with the first negative waveform, the R waveform 
is the first positive waveform representing the polarization of the ventricle, and the S waveform is the second 
negative waveform representing the non-polarization of the ventricle. 

 
Traditional algorithmic methods utilized in conventional electrocardiogram monitoring systems have been 

proven as a standard diagnosis method. However, while they showed relatively good performance for the 
standardized scenarios and data, they showed the limited capacity to the range of an individual's attributes such 
as heart condition, or changes in response to certain disease states. Recent research has explored the use of 
machine learning techniques, including deep learning, to identify and analyze individual characteristics and 
variability in electrocardiogram data with improved accuracy. Deep learning enables automatic identification of 
complex patterns from large datasets, which results in precise characterization of an individual's 
electrocardiogram and faster detection of early signs or abnormalities in heart disease [3]. 

 
Advancements in computing devices and high-speed mobile networking have enabled global deployment of 

deep learning applications via the cloud services. Nevertheless, large-scale distributed applications have not 
been suitable for cloud computing due to the network capacity [4] and latency produced when the application is 
far from the cloud [5]. To overcome these issues of cloud computing, the edge computing was proposed [6], 
which carries out tasks at the edge of the network. Machine learning applications including deep learning also 
likely to use these edge computing concept to expand the real-time and on-line services.  One of the widely used 
deep learning frameworks is TensorFlow, an open source based deep learning framework. To optimize inference 
speed and enhance performance with reduced memory usage to improve efficiency and minimize size, 
TensorFlow Lite uses FlatBuffers rather than the standard protocols used in TensorFlow. TensorFlow Lite Micro 
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is designed for ultra-low power microcontrollers and other devices with limited memory, enabling machine 
learning models to run effectively with only a few kilobytes of memory [7]. 

 
To adopt a deep learning algorithm for cardiovascular disease diagnosis, we utilized the MIT-BIH arrhythmia 

database as the electrocardiogram dataset for our experiment. This database has been the standard for 
arrhythmia detector evaluation since 1980. It has been employed in various studies, including foundational 
research on cardiac mechanics. The data in this database was collected from 47 subjects using two lead 
configurations: V1 (which can occasionally be V2, V4, or V5, depending on the subject) and Modified Limb Lead 
II (MLII)[8]. V1 is the precordial (or thoracic) lead, which is in the fourth intercostal space to the right of the 
sternum. The electrical activity of the heart can be seen in the precordial position. Modified limb leads II (MLII) 
records the electrical difference between the right arm (cathode) and left leg (anode).  

 
In this paper, we aimed to detect arrhythmia by implementing CNN-based deep learning models specialized in 

electrocardiogram analysis for embedded devices. Lighten the model for use in microcontrollers, deploy the 
model with Arduino Nano 33 BLE Sense as Edge Node, and analyze the signal measured by the 
electrocardiogram sensor in real time. 

 
Proposed method 
 

The proposed hardware system configuration is shown in Figure 1. 
The electrocardiogram monitoring device utilizes an Arduino Nano 33 
BLE Sense supplied by Nordic Semiconductors. The device has a 
nRF52840 SoC powered by a 32-bit ARM Cortex™-M4 architecture 
CPU with a floating-point unit, capable of running at 64 MHz [9]. It is 
energy-efficient, making it ideal for low power usage, and is compatible 
with the TensorFlow Lite Micro deep learning framework to infer 
electrocardiogram data as an edge device. With one megabyte of 
internal flash memory, the device can execute models that are 500-
600 KB in size, not including the API programs necessary to operate 
deep learning models, thus classify three types of images.  

Fig.1: System Block diagram 
 

 The MIT-BIH arrhythmia dataset consists of Normal(N), Atrial premature(S), Premature ventricular 
contraction(V), Fusion of ventricular and normal(F), and Paced(Q) depending on the arrhythmia state [8]. Due to 
the limited size of the model that can be deployed due to the constraints of device memory space, separate data 
were used for training and inference. The selected training data was extracted from the MIT-BIH arrhythmia 
database, categorized as noise data including steady-state electrocardiogram (N) and ventricular premature 
contraction (PVC) data during arrhythmia and time series data. the 
QRS waveform is a crucial feature in electrocardiogram. data, 
providing essential information on the heart's electrical activity. In our 
dataset, we identified QRS waveforms using vertices with heights 
ranging from 1250 to 1500 and a 200-unit distance. To optimize the 
data input size when the model is run on the hardware device, we 
narrowed our focus to the QRS and P waves by cropping 85 pixels 
from the left and 15 pixels from the right around the vertices of the 
identified QRS waveforms. To facilitate data analysis, the image was 
resized to 96 x 96 using the matplotlib module. Additionally, the data 
was processed to emphasize the distinguishing characteristics of 
normal and arrhythmic patterns. 

Fig.2: Data Preprocessing 
 

 
Fig.3: Implemented Model Configuration 

 
The CNN model implemented comprises two convolutional layers, two pooling layers, and one fully connected 

layer. The fully connected layer is made up of Flatten, ReLU activation function, and Softmax classification. The 
ReLU activation function was chosen to address the gradient vanishing issue, as it can return 0 for negative input 
values and its corresponding value for positive ones. While some nodes in the hidden layer may have zero 
gradients, this does not seem to be a significant issue as the majority have values higher than zero. 
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As a technique for model optimization, we selected the Adam optimization method, which combines the 
strengths of Momentum and RMSprop to offer a more effective learning process. We opted for 
'categorical_crossentropy' as the loss function, which is appropriate for multi-class classification, considering the 
scalability of the project to classify input data into more precise categories. 'categorical_crossentropy’ is a 
frequently used loss function that trains a model by minimizing the difference between the probability distributions 
of each class. 

 
The commonly implemented TensorFlow model has capacity issues that make it difficult to apply to small edge 

devices using microcontrollers, so there is a need to apply model lightweighting and optimization techniques. 
When we initially implemented the model with a focus on performance and used 32 filters, the size of the 
converted TensorFlow Lite model was 2.4MB, which exceeded the flash memory. To solve this problem, we 
limited the size of the input layer and adjusted the number of filters in the internal convolution layer to implement 
a model that can be accommodated by limited resources. This approach risks impacting performance, so we 
conducted several experiments to find the optimal balance between lightweight design and optimal performance, 
setting the input image to 96 x 96 and using three filters to achieve the best compromise between model accuracy 
and lightweight structure. 

 
The model was trained using TensorFlow and converted to TensorFlow Lite for microcontrollers for inference 

on the Arduino Nano 33 BLE Sense. In this process, the training model, consisting of weights and biases in 
floating point format, is converted to a TensorFlow Lite FlatBuffer file. This file has the weights converted from 
traditional floating-point weights to an array of C bytes in 8-bit integer format with quantization [10]. The 
implemented model was 503 KB and deployed normally to the device. 

 
In addition, to improve the model implemented in this way, re-learning was conducted using individual 

electrocardiogram data. Personal data was collected in a variety of environments and conditions, which were 
used to improve the generalization ability of the model. The model after re-learning evaluated the difference in 
accuracy compared to the original model. 

 
 Base model Re-trained model 

Accuracy Accuracy 
32 Layer 99.23% 99.99% 
8 Layer 88.72% 99.99% 
TF Lite 53.75% 83.55% 

Table 1: Model Performance Comparison 
 

Table 1 displays the accuracy achieved during the model lightening process and its conversion to TensorFlow 
Lite, as well as the improved accuracy obtained after retraining with individual electrocardiogram data. The 
results underscore the potential to enhance the model's predictive capabilities in electrocardiogram analysis by 
incorporating personal data for retraining. 

 
Experiments 
 

The MIT-BIH electrocardiogram database includes two types of leads: Lead I/II (VI) and Modified Lead II (MLII). 
MLII is a frequently used type that allows for observation of the heart's overall electrical characteristics by 
measuring electrical activity in a transverse direction. Therefore, we utilized the MLII lead type to capture and 
analyze the characteristics of the QRS complex more effectively. 

 

 
Fig.3: Implemented Model Configuration 

 
Electrocardiogram data were sampled using the MLII lead method. Each sample included 130 values at 

intervals of 8.3ms (70 SPS). To adjust the range of the electrocardiogram data, the minimum value was shifted 
closer to zero. The 12-bit resolution data values were then reduced from a maximum of 4095 to 96 to boost 
processing efficiency.  The R-wave position of the electrocardiogram signal was processed to be centered by 
verifying whether the signal values above 70 were between 48 and 72 and centered accordingly. To enhance 
computational efficiency, the electrocardiogram values at the (x + peak - 48)th electrocardiogram array location 
were converted to grayscale. This reduced the data complexity and minimized the model computation. Using 
this experiment method, the data was processed in a way that captured the ventricular arrhythmias' features and 
maximized the model's computational efficiency. 
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Since direct experiments on arrhythmia patients are limited, we developed a validation process utilizing 
genuine patient electrocardiogram data. The following section provides a detailed description of the methodology 
used to validate the model. To minimize the data size while maintaining the original electrocardiogram waveform 
characteristics, the 96 x 96 electrocardiogram waveform images (.bmp) utilized for training were converted to 1-
bit values using a tool.  Instead of using the signal from the actual electrocardiogram sensor, we directly input 
the 1-bit converted electrocardiogram waveform data that was preprocessed above into the model. This serves 
as a proxy for the absence of real patient data, and we use it to validate the model's ability to make predictions 
on the data it was trained on. We cross-fed the arrhythmia and normal heart rate data to evaluate the model's 
performance and ensure its ability to make predictions in diverse situations.  This provided an initial evaluation 
of the functionality and user-friendliness of the model in a practical context on an edge device. 

 
Conclusion 
 

In this paper, we proposed a deep learning-based edge computing node that can be used for the diagnosis of 
Cardiovascular disease with real-time monitoring an electrocardiogram.  To implement real-time inference, the 
proposed system utilized TensorFlow Lite Micro engine on a Arduino Nano 33 BLE. We used a CNN-based 
model to convert electrocardiogram waveforms into images of heart rate units and the converted images were 
trained. The learned model was optimized for a tiny edge computing device where the real-time 
electrocardiogram signal was captured, and inference of diagnosis was performed using TensorFlow Lite Micro.  

 
Since the electrocardiogram was learned via a method based on deep learning, it can easily analyze diverse 

environments and complex data patterns with high accuracy, depending on the model and trained data.  
Furthermore, by retraining the individual's heartbeat data, it is expected to exhibit high accuracy that is specific 
to the user.  
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Abstract                                                                             
 

Due to the rapid advancement of the internet and online applications, network traffic classification has become 
a crucial topic in the field of network management. Recently, many traffic classification methods based on AI, 
particularly deep learning, have been proposed. However, these methods often focus solely on altering the 
hierarchical structure of deep learning models and do not consider the shape of the incoming traffic data. We 
propose a classification method that utilizes various input shapes that can be derived from fixed-length packet 
bytes. Our proposed approach achieves superior classification performance compared to previous research that 
only utilized two-dimensional square-like input shapes and one-dimensional linear input formats from publicly 
available datasets.1 
 
 
Topics: traffic classification, traffic identification, convolutional neural network, DL-based classification. 
 
 
 
Introduction and background 

Traffic classification is a key technology in network traffic monitoring and analysis, involving grouping similar 
or related traffic and classifying it into predefined categories. This technique serves various crucial purposes. 
Firstly, it aims to troubleshoot network issues, such as locating faulty network devices, hardware/software 
misconfigurations, and points of packet loss within the network. Secondly, it ensures the overall acceptability of 
applications by managing quality of service (QoS), including bandwidth resources and cloud service usage. 
Thirdly, it plays a pivotal role in network security, enabling the distinction between normal and malicious traffic 
for security measurement and intrusion detection. Historically, widely used traffic classification methods include 
port-based classification and payload-based classification. However, these methods face limitations due to the 
application of dynamic ports and payload encryption. Although machine learning-based classification methods 
have been actively proposed, they fall short in analyzing the diverse traffic patterns in complex network 
environments. Recently, AI, especially deep learning-based classification methods, have gained attention. High-
performance models based on Convolutional Neural Networks (CNN), which have shown remarkable 
performance in computer vision, have been applied in research.  

 
Paper No. Category DL Method Features Shapes 

[1] 2018 IDS CNN Header, Payload Sqaure 
[2] 2019 APP TC CNN Payload Sqaure 
[3] 2020 APP TC CNN Header, Payload Sqaure 
[4] 2021 APP TC CNN, LSTM Header Linear 
[5] 2022 APP TC CNN Header  Linear 

Table 1: CNN-based TC studies 
 

CNN is widely utilized for traffic classification in deep learning. It involves truncating packets to a fixed length 
before entering the learning model. These truncated packets are then transformed into 2D square-shaped or 1D 
linear-shaped vectors. Previous research has predominantly focused on reshaping raw packet bytes into 2D 
matrices resembling squares. From these matrices, spatial features are extracted for network traffic classification 
using CNN. These studies are consolidated in Table 1. Our investigation reveals the historical predominance of 
the two-dimensional square-like input shape. However, a recent shift has occurred towards the consistent 
adoption of 1-D linear input shapes. This shift is presumably informed by empirical studies indicating superior 
performance of linear input shape-based traffic classification models compared to their square-like counterparts 
[6]. Notably, the distinct characteristic of raw packet bytes is their lack of clear adjacency among data points, 
unlike conventional images where pixel relationships are evident. Unfortunately, most studies have not 

 
This results was supported by "Regional Innovation Strategy (RIS)" through the National Research Foundation of Korea(NRF) funded by the 
Ministry of Education(MOE)(2021RIS-004) 
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adequately addressed the consideration of input shapes derived from raw packet bytes. In light of this gap, we 
propose an innovative traffic classification approach that capitalizes on various input shapes derived from fixed-
length packet bytes. Our proposed method begins with the assumption that there may be alternative models that 
better represent packets than linear or rectangular shapes. Furthermore, the combination of various perspectives 
looking at the same input can be expected to have a similar effect to using ensemble techniques.Our method's 
efficacy is assessed using the publicly accessible ISCX VPN-non VPN 2016 dataset. Impressively, our approach 
outperforms prior research in classification performance. This holds true for both 2D square input shapes and 
1D linear input shapes. 

 
Goals, proposed method, novelty 

 We propose a method to extract distinctive features of packets through various input shapes that can be 
derived from fixed-length packet bytes, which are not limited to the aforementioned square-like or linear shapes. 
Assuming a fixed packet length of 784 bytes, there are a total of 15 possible shapes that can be extracted from 
it, as detailed in Table 2. The number of shapes is equal to the number of divisors of the packet length, and since 
the last shapes represent the same structure as the first shapes, it is excluded. Therefore, the final count of 
shapes is 14, which is one less than the number of divisors. 

 
Shape. Kernel Size Shape Kernel Size 

(784, 1) (6, 1) (16, 49) (2, 2) 
(392, 2) (6, 1) (14, 56) (2, 2) 
(196 ,4) (4, 1) (8, 98) (1, 4) 
(98, 8) (4, 1) (4, 196) (1, 4) 
(56, 14) (2, 2) (2, 392) (1, 6) 
(49, 16) (2, 2) (1, 784) (1, 6) 
(28, 28) (2, 2)  

Table 2: Shapes that can be derived from a packet with a length of 784 bytes. 

 
Fig.1: Baseline 
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Fig.2: MISCNN scheme 
The baseline model employed in this research comprises a blend of CNN and Gated Recurrent Unit (GRU), 

as depicted in Figure 1. Instead of aggregating them into a single input, utilizing each packet as an individual 
input ensures optimized performance. Consequently, the baseline processes multiple packets and subsequently 
consolidates them into a unified output at the GRU layer. To extract features from each packet-based input, a 
residual block is strategically positioned [7]. Each residual block is composed of three Convolution Layers, 
followed by the insertion of a Batch Normalization layer after every convolution operation, facilitating adjustment 
of output mean and variance. MISCNN is underpinned by a straightforward yet potent concept. Prior to entering 
the initial residual block, the input is partitioned into multiple shapes. The count of shapes for each input 
corresponds to the number of divisors in the packet vector size, denoted as 'n'. For instance, the frequently 
employed 7841 input configuration in earlier studies encompasses 15 distinct shapes (784*1, 392*2, 196*4, … , 
1*784). At this juncture, the shape 1*784 is excluded due to its structural similarity to the shape 7*841 (though 
shapes like 2*392 and 392*2 differ noticeably). A overview of the MISCNN architecture is illustrated in Figure 2. 
These reshaping techniques find limited application in the realm of image recognition and computer vision, as 
they compromise the 2D spatial information of neighboring (vertical, horizontal) pixels inherent in typical images. 
On the contrary, since raw packets lack 2D spatial information, reshaping methods can be explored, enabling 
the training model to perceive the same input from diverse perspectives.  

 
Experiments, results, analysis of the results 

For evaluation, we employ the publicly accessible ISCX VPN-nonVPN 2016 dataset. This dataset, denoted as 
"ISCX VPN-nonVPN 2016," comprises raw pcap files featuring diverse applications, which we utilize to evaluate 
classification performance [6]. It encompasses human-generated traffic of varied types, coupled with information 
on the correlated applications. This data is garnered from both regular sessions and sessions encapsulated via 
VPN. This setup permits us to assign a three-view label (specifically, encapsulation, traffic type, and application) 
to any segmentation of raw network traffic, effectively forming a generic TC object. Each of these three-view 
labels corresponds to a distinct TC task that must be addressed. Each task is employed within our proposed 
model and subjected to comparative experiments. Packets extracted from the raw pcap files are amalgamated 
into flows based on the 5-tuple attributes (source IP, destination IP, source port, destination port, protocol) and 
reconstructed into bidirectional flows, taking directionality into account. Notably, nearly 60 percent of the 
aggregated two-way flows consist of only one UDP packet, leading to disruptions in the proper learning process. 
These instances have been filtered out, resulting in 27.8k bidirectional flows. Each flow sample contains the 
initial-k packets from the entire collection. When the number of packets in a flow falls below the pre-defined value 
k, an empty object filled with zeros is appended. The first-n bytes are extracted from the packets within each 
flow. If the packet size is less than the predetermined value n, the remaining vacant space within the packet 
object is zero-padded. The original shape of the packet data is k*1, which is then transformed to a p*q shape 
through the Reshape layer. Details of the hardware and software environment employed during the training 
process are outlined in Table 3. During model compilation, the Learning Rate was set to 25-e5. We employed 
Categorical Cross-entropy as the loss function and utilized the Adam Optimizer. 

 
 List Specification 

Hardwar
e 

CPU Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz 
GPU NVIDIA GP102 [TITAN Xp] 
RAM 120G 

Software Nvidia Driver 440.33.01 
CuDNN cuDNN/7.6 for cuda 10.1 
Cuda cuda/10.1 
Python cuda/10.1 
Keras keras 2.4.0 

Table 3: Shapes that can be derived from a packet with a length of 784 bytes. 
 

In order to assess the efficacy of the proposed approach, we conducted a comparative analysis between 
MISCNN, four prior studies, and baseline models across three distinct TC tasks. The resulting comparison 
outcomes are detailed in Table 4. Notably, MISCNN exhibited superior performance compared to its 
predecessors. Across the three tasks, it displayed notable improvements – a 4.83% enhancement in the 
Encapsulation task, a surpassing of 10% in the Category task, and a commendable 7% advancement in the 
Application task, widely regarded as the most challenging. Remarkably, the F-measure displayed substantial 
growth when contrasted with previous studies. Another salient point is that the Baseline's performance also 
exceeded that of earlier TC models. The Baseline, enriched with the skip-connection technique that has 
demonstrated excellence in the domain of image recognition and computer vision, exhibited superior 
performance in two metrics compared to previous TC models. This substantiates the utility of the skip-connection 
technique within the TC domain. Lastly, it is worth noting that the 1D CNN-based TC model more effectively 
extracts traffic characteristics compared to its 2D CNN-based counterpart, aligning with findings from prior 
investigations. 
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 Encapsulation (%) Traffic Type (%) Application (%) 
 Acc F1 Acc F1 Acc F1 
1D-CNN [6] 87.4 83.5 73.1 71.1 72.7 61.3 
1D-CNN [8] 82.3 76.2 56.0 54.7 56.5 40.8 
2D-CNN [8] 87.4 83.5 71.8 69.7 71.4 59.2 
Distiller [9] 93.7 91.9 80.7 78.7 77.6 66.4 
Baseline(1D) 97.4 95.2 91.2 91.3 81.0 78.7 
Baseline(2D) 94.1 94.0 87.2 85.2 78.0 77.6 
MISCNN 98.5 98.5 93.5 93.2 85 85.2 
MISCNN (gain) 4.8 6.6 12 14.4 7.3 18.8 

Table 4: comparison of MISCNN with previous studies 
 
Conclusion 

In this paper, we introduce a deep learning scheme aimed at comprehensively analyzing packets from multiple 
perspectives using diverse shapes derived from a single input. Our focus is on packet data, which lacks two-
dimensional spatial information unlike typical images. We propose that reshaping packets into various forms 
offers a means to effectively observe and extract valuable features from raw packets. To validate our approach, 
we evaluate it using the publicly available ISCX VPN-nonVPN 2016 dataset, and we establish a baseline 
incorporating the skip-connection method. Subsequently, we implement the proposed method, termed MISCNN, 
atop the designed baseline, and compare its traffic classification (TC) performance against previous studies. 

Our proposal contributes in three key ways. Firstly, in terms of overall comparison, MISCNN demonstrates a 
remarkable 14% accuracy improvement and an 18% enhancement in f-measure over state-of-the-art TC 
methods. This enhancement underscores that adopting diverse perspectives for packet observation mitigates 
overfitting in TC models and yields substantial performance gains. Secondly, performance comparisons based 
on experimental parameter variations reveal that employing multiple shapes, except for the Encapsulation task, 
contributes to accurate classification. Notably, considering that the Encapsulation task holds less significance 
and versatility in real-world networks compared to other tasks, integrating a broader array of shapes into the TC 
model can prove advantageous in common scenarios. Lastly, we perform comparative experiments within a 
novel dataset that addresses data imbalances, closely resembling real-world network conditions. This attests to 
the practical viability of the proposed MISCNN in actual network environments. 

We also outline three areas for future exploration based on this study. The first pertains to reducing complexity. 
MISCNN, while accurate, can be excessively resource-intensive, limiting its practicality. Secondly, we suggest 
exploring the application of state-of-the-art techniques. Lastly, we plan to conduct research on XAI (Explainable 
AI) to discover improved justifications compared to existing methods. 
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Abstract                                                                             
 

With the development of e-commerce worldwide, many companies are being created, and a lot of research is 
being conducted on last-mile delivery. We propose e-commerce last-mile delivery as an alternative to self-driving 
delivery robots linked to local logistics bases. Most self-driving delivery robots can deliver only one item at a time. 
However, by developing a robot that can deliver multiple items, an optimal logistics allocation algorithm is needed 
to set up efficient delivery and delivery routes for delivery robots. This paper presents an efficient delivery method 
using VRPTW (Vehicle Routing Problem with Time Window) when autonomous robots deliver goods from 
logistics bases in various forms. 
 
 
Topics: planning and scheduling, robotics, machine learning 
 
 
 
Introduction and background 
 

As the global e-commerce market grows, research on the last mile of the delivery chain is becoming more 
active. Last-mile delivery, the final part of the delivery process, “involves a series of activities and processes 
necessary for the delivery process from the last transit point to the final drop point of the delivery chain” [1]. 
 

In this paper, we designate the last transport point in the delivery chain as a local logistics base, and the 
process from the local logistics base to the final drop point is proposed as an autonomous delivery robot.  
 

According to a study conducted in Korea, the delivery time, excluding travel time, of the time when a courier 
driver loaded each delivery item into a car and delivered the entire delivery quantity for the day occurred from 
26% to 32% of the total delivery time [2]. 

 
To solve the delivery time for logistics delivery it is solved by using an autonomous delivery robot linked to a 

local logistics base. A local logistics base is a delivery robot that delivers goods to the door by creating a base 
for each region instead of the previous delivery method, the last transportation point of the existing delivery chain. 
These delivery robots can deliver efficiently through route settings. 

 
Routing of delivery robots was first proposed by Dantzing et al. in 1959 [3] as the Vehicle Routing Problem 

(VRP) and is based on VRP. VRP applies various constraints to the Traveling Salesman Problem (TSP), among 
which VRPTW (Vehicle Routing Problem with Time Window) is applied. VRPTW considers the total quantity of 
goods the vehicle carries and its capacity. Due to time constraints, it can apply the current courier delivery 
system, which requires all deliveries to be completed in one day. Therefore, this paper aims to solve the problem 
by applying VRPTW to various delivery destination types. 

 
Goals, proposed method, novelty 
 

To apply VRPTW, delivery must be completed within a fixed time through time constraints in basic VRP. 
 
A. Gupta and S. Saini[4] make four assumptions to construct VRPTW. 
1) A client must be served only once. 
2) Each vehicle's route must start and arrive at the garage. 
3) The sum of demand for all vehicle routes must not exceed the maximum capacity. 
4) The client is delivered within the given time. 
 
The main objective of VRPTW is to minimize the total cost of travel. 
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The basic VRPTW is applied based on the vehicle. Our self-driving delivery robot can move freely indoors and 
outdoors. To apply such self-driving delivery robots, there are various considerations. Critical situations cannot 
be considered for a delivery robot with smaller wheels than a vehicle, such as 
road pavement and inclination angle. 

 
Our goal is to set the optimal path for robots in these situations. It is to set 

the optimal route considering all conditions, such as the shortest route from 
the inside, pavement condition of the road from the outside, angle of 
inclination, and obstacles. 

 
 

Experiments, results, analysis of the results 
 

To apply the VRPTW described above, we applied it to various forms. It can 
be divided into situations that require multiple deliveries on one floor, such as 
large offices and large hospitals, and problems that require various deliveries 
on multiple floors. 

 
Fig.1: Many delivery destinations must be considered on one floor 

 
In the case of large offices and large hospitals, as shown in Fig.1, many delivery 

destinations must be considered on one floor. In this form, priority should be given to the 
efficient movement of the robot by prioritizing the goods to the nearest delivery destination. 

 
When multiple deliveries must be made to various floors, as shown in Fig.2, adjacent 

floors must be considered. 
 
Also, in common, the maximum loading number should be considered. Although the 

number of loads is large, costs must be regarded in remote areas, and although the size 
and weight of delivery boxes vary, the capacity of the robot is limited. The load weight is 
also fixed, so this must also be considered.  
 
 

Fig.2: Multiple deliveries must be made to various floors 
 
Conclusion 
 

In this paper, VRPTW is applied to various delivery destinations for efficient delivery to logistics bases and self-
driving delivery robots capable of carrying multiple loads in one delivery while reducing the delivery time that 
takes up much time in parcel delivery from courier drivers to local logistics bases. Delivery and delivery by self-
driving robots to each destination from local logistics bases can reduce the overall delivery time of couriers. 
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Abstract

Currently, many studies aim to improve the control methods of robots. Compared to traditional methods such
as mouse, keyboard and remote controller, visual gesture-based methods allow users to interact more
naturally with robots. To achieve robot control, many researchers use neural network-based methods to
recognize specific gestures, such as numbers, letters, etc. However, specific gestures only possess specific
semantic information, losing the rich movement information of the hand. Robots cannot achieve complex
movements through specific gestures. In this study, we leverage a real-time hand-tracking technology provided
by MediaPipe to introduce a novel gesture-based method for controlling the motion of a robotic car.
Specifically, the pitch and rotation of the palm are analyzed to facilitate forward/backward movement and
turning of the vehicle.

Topics: robotics, gesture recognition, motion control, Gesture-based control

Introduction

In the realm of operating robots, a wide array of methods have been extensively adopted, including physical
remote controllers, game controllers [1], and control based on a Graphic User Interface (GUI) using a mouse
and keyboard. However, in outdoor or dynamic settings, these physical control methods may not be the best as
they need to be carried at all times and controlled with both hands. Given the ubiquity and innate portability of
smartphones, utilizing the cameras to capture and recognize gestures for one-handed control of robots
presents significant practical value.
While gesture recognition technology has made significant strides across various domains, it still faces

technical challenges in aspects such as illumination variations, complex backgrounds, hand occlusions,
camera depth perception, and performance requirements. MediaPipe Hands [2] offers a real-time solution
suitable for mobile devices, characterized by its independence from specific hardware and its ease of
deployment. This study primarily explores the use of the MediaPipe Hands solution to generate motion
commands for robotic cars through gesture recognition.

Fig.1 Overview of gesture-based control system
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Method

MediaPipe Hands presents a real-time on-device hand-tracking solution that can predict the hand skeleton of
a human through a single RGB camera. It consists of two models.
 A palm detector that functions on a complete input image and identifies palms using an oriented hand

bounding box.
 A hand landmark model that functions on the cropped hand bounding box supplied by the palm detector

and returns high-definition 2.5D landmarks.

Through the above two models, it is possible to accurately locate the hand landmarks based on input
images. The crux of this study lies in utilizing these spatial coordinates to extract and interpret motion cues.

Fig.2 Gesture recognized by MediaPipe Hands

As illustrated in Fig.2, Fig.2 (a) reveals the indexing of hand landmarks in the recognition results, enabling a
clear correspondence between the physical joints and the data. Fig.2 (b) displays the skeletal diagram derived
from the recognition data, and Fig.2 (c) presents the three-dimensional joint diagram constructed based on the
data from (b).

Since the unique virtual camera-based coordinate system is used in the design of the MediaPipe algorithm
[3], we need to use the rotation matrix to transform the hand landmark coordinates in this coordinate system
into the coordinate system commonly used in robot control.
With the coordinate information of hand landmarks, specific gestures such as numbers from 1 to 5, a

clenched fist, and the letter V can be accurately identified following a set of rules. In this study, we adopt an
intuitive approach: controlling the vehicle's movement based on the normal vector of the dorsum of the hand.

Fig.3 Illustration of how normal vector on the back of the hand takes effect on car motion

As illustrated in Fig.3, These vectors provide us with an indication. Fig.3 (a) represents the palm, the
Cartesian coordinate system and the normal vector on the back of the hand � in the space. When the palm
rotates around the center of the palm, Fig.3 (b) dictates the direction of the car (Vector � is the projection of
vector � on the horizontal plane). We can conveniently adjust �1 to varying between 0 and 359 degrees. As the
palm tilts upwards or downwards, the parameter �2 shown in Fig.3 (c) increases or decreases respectively. A
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smaller value of �2 results in a higher absolute speed of the vehicle. If the z-value of the normal vector is
negative, it means that the car will rotate in place.

Given the challenges of detecting the palm when it's perpendicular to the camera, achieving �2 of 90 degrees
to stop the vehicle becomes problematic. To address this, we introduced a strategy: the vehicle halts its
movement when a fist gesture is detected by the system. This detection primarily relies on the angles between
the joints of the fingers when forming a fist.

Experiment

In this experiment, we utilize a robotic car named LIMO [4] and set the robot LIMO to Mecanum wheel mode.
By capturing images using OpenCV, processing them with MediaPipe Hands, and then transmitting motion
commands to the robotic car via a TCP socket, we successfully achieved the ability to control the car's
movement through the pitch and rotation of the hand. We managed the speed and direction of the vehicle
through a camera and its corresponding code.
Fig.4 (a) illustrates the hand gesture and resultant motion of the car moving laterally from right to left. Fig.4

(b) displays the gesture required for moving the car diagonally backward to the right. Fig.4 (c) shows the
rotation of the car. Fig.4 (d) shows the variations of speed and angle with respect to time in Fig.4 (a). The
complete implementation and demo video can be accessed at: https://github.com/include-yy/simple-gesture-
control-small-car.

Fig.4 Actual gesture-controlled movement

Conclusion

This paper implements a novel gesture-based control method and applies it to robotic cars, making human-
computer interaction simpler and more natural. Future research could focus on applying the gesture-based
control method to control robot systems composed of multiple units and improving the algorithms to make them
more suitable for specific application environments, such as well-lit areas or dark rooms. Additionally,
integrating other human-machine interaction methods, such as voice interaction, could lead to a
comprehensive control system.
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Abstract                                                                           
 

This study introduces a human following method for mobile robots using ultra-wideband (UWB) system and its 
application in indoor navigation for librarian assistance. In the UWB system, it comprises a set of two UWB 
anchors (receivers) and a UWB tag (transmitter). A set of anchors was installed on top of a mobile robot to track 
the heading angle and distance of a tag. To achieve an unrestricted tracking range, the anchors were integrated 
with a motorized dynamic motion. The tag will function as a remote carried by an individual and regarded as a 
continuous goal pose for the robot. Our human-following capability spans a comprehensive range from -180° to 
180°, covering a maximum distance of 60m.This following system has been implemented for librarian assistance 
in a local library(Sejong city), utilizing the TEB (Timed Elastic Band) algorithm for conducting obstacle avoidance 
and human following simultaneously. Beyond librarian assistance, autonomous navigation within the library has 
been achieved through simultaneous localization and mapping. 

 
 

 
Topics: Robotics, Mechatronics, Sensors, Signal processing, Wireless communication 
 
 

 
1. Introduction 
 

Due to the advances in indoor mobile robot services, the capability of human following for mobile robots is 
becoming an indispensable element.[1] A typical example is autonomous carts in retail environments. These 
systems enhance the shopping experience by reducing the physical burden on customers and pave the way for 
natural indoor human-robot interactions[2][3][4] As human-robot interaction (HRI) becomes increasingly evolving 
in daily activities[5][6], ensuring smooth, intuitive, and safe interactions is needed. In light of this, we identify 
several areas of improvement for current human-following methods as follow. First, cameras, which are 
conventionally used in human-following, present limitations in tracking range and distance of the target. Second, 
the primary sensors used for human-following, such as cameras and LiDAR, are susceptible to disturbances 
caused by reflections or changes in light intensity. Third, for RGB cameras and LiDAR sensors in human-
following, unexpected intervention of obstacles between human and robot can lead to potential system 
disruptions and suddenly fail to capture significant data. Through our UWB based dynamic human following 
method, we aim to address these challenges and make a significant contribution to enhancing human-robot 
interactions. 

 
2. UWB-Based Dynamic Human Following Method 

  
 

          Fig.1: Left: Schematic diagram of UWB based dynamic human following method. Right: Image of the robot and 
a set of UWB based dynamic human following system. 
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     Fig.2: Left: Block diagram of UWB based human following method. Right: Captured image while TEB path 
planning while conducting UWB based dynamic human following. 

 
In this section, we introduce the UWB-based dynamic human-following method. As illustrated in figures 1 and 

2, two UWB anchors (Terabee, CH) are securely affixed to the rotational axis of the motor (Dynamixel XH-430-
210-R, Robotis, KR) on the top of the robot (Nargo60, Twinny, KR). As the target UWB tag moves, the anchor 
follows the tag through the rotation of the motor. The anchors provide the tag's heading angle (!!"") to the 
proposed UWB tracker system, resulting in a motor input position as expressed in the following. 
 

      !#$% 	= 	$!%$&& + !$'(                                                                    (1)            

Simultaneously, the motor's encoder (!$'() and the distance ('!"") data from the UWB anchor are employed in 
the subsequent process. Initially, as delineated in the block diagram of Figure 2, the mobile robot's IMU (Inertial 
Measurement Unit) and wheel odometry (encoder) data are processed through an EKF (Extended Kalman Filter). 
In conjunction with LiDAR, map, and with previous EKF filtered data, it undergoes an AMCL (Adaptive Monte 
Carlo Localization) filtering process. From the resultant map, the robot's anticipated current position 
(()*+,(*, 	,, !)) combined with !$'(	and '!"" generates the goal position ((-.),(*, 	,, !)). This goal position then 
guides local planning to the target point via the TEB (Timed Elastic Band) algorithm[7].  

 
3. SLAM, Navigation, and Human Following Application in Library Environment 
 
In this section, we discuss the applications and strategies for librarian assistance, incorporating not only the 

UWB-based dynamic human-following system but also the in-door navigation through construction of 2D/3D 
maps local library via SLAM (fig.3(a)).  
 

 
 

       Fig.3: (a) Mobile robot for 2D SLAM and navigation. (b) 3D map generated by 3D LiDAR manually. (c) 2D map 
generated by processing 3D map. (d) Obstacle avoidance while human following. 

 
These maps (Fig.3(a), (b)) facilitate the indoor navigation, allowing the robot to transport books along 

predefined paths in the library during routine operations. Upon request from a librarian (triggered by pressing a 
button on the UWB tag), the robot is to move the requested position by global planning with real-time collision 
avoidance (fig.3(d)). Once set, as the librarian starts to move, the robot then follows him/her. In a follow mode, 
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the robot follows the librarian maintaining a safe distance of 1.8 meters. In a wait mode, the robot stands still 
until the librarian signals to follow. This mode is used for the librarian to collect books from shelves and to stack  
them up on the rack of the robot. The transition between modes was facilitated through an integrated mobile 
application in conjunction with an smart Wi-Fi switch module (Smart Wi-Fi RF relay switch, eMylo, CN), allowing 
librarians to seamlessly initiate the change via a single tactile interaction on their smartphone device. When a 
user interacts with a smartphone interface via tactile input, the embedded system transmits the corresponding 
data to a designated server. This data is subsequently relayed to a mobile robot, facilitating seamless mode 
transitions from any location at any time. The whole task software is being enhanced for finer and more seamless 
librarian helping services in a broader scale. 

 
Consequently, it was ascertained that using the UWB-based dynamic human-following method, the robot could 

continuously and real-time track a human within a 360 degree range and up to a distance of 60 meters. To 
elucidate this validation further, we provide a demonstration video[8] of the proposed UWB-based dynamic 
human-following method. 
 
Conclusion 
 

Through this study, we gained insights summarized in following.  
(i) The proposed human following method enables a comprehensive range of following (from -180° to 180°, 

within 60m) by integrating a UWB sensor system with a motorized tracking platform. Therefore, it effectively 
mitigates restrictions related to the tracking range and distance of the target.  

(ii) Because of the characteristic of high bandwidth UWB communication, the system is largely impervious to 
interferences from reflections or variances in environmental light condition.  

(iii) Due to the inherent extremely narrow pulses and a very broad frequency bandwidth of UWB signals, the 
system allows the signals to penetrate most objects with ease. This leads to the simultaneous human following, 
and the real-time local planning can give a dependable navigation in cluttered environments like public libraries 
or open spaces.  

 
We belive our method proved its potential in indoor autonomous navigation, human following, and a broader 

range of human-robot interaction. 
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Abstract                                                                             
 

This study focuses on designing a mechanical walking assist system to address mobility issues faced by 
individuals with walking disorders. This system aims to facilitate foot flexion and extension while promoting a 
healthier walking pattern. It employs an offset slider crank mechanism to lift the foot and achieve dorsiflexion 
(DF), along with a four-bar linkage that assists foot kicking, plantar flexion (PF), by utilizing the action-reaction 
force from lever kicks against the ground. The system incorporates forefoot mechanical pressure and heel 
sensors for triggering and releasing the lever, respectively. Experimental results demonstrate successful 
assistance for both PF, and DF, leading to reduced muscle activity and promoting safer and healthier walking. 
This innovative apparatus holds the potential to significantly improve mobility and quality of life for individuals 
with walking disorders and impairments. Moreover, it could find applications in other domains requiring 
mechanical assistance, thereby contributing to cost-effective walking rehabilitation and serving as a valuable 
reference for experimental configurations and future research endeavors. 
 
Topics: Machine design 
 
Introduction and background 
 

The global concern over aging issues has escalated in countries similar to Japan with declining birthrates [1]. 
Recognizing the significance of moderate daily exercise in reducing life-related diseases, walking has been 
established as a pivotal workout associated with mortality rates [1]. However, muscle deterioration around the 
age of 65 mostly leads to a decline in walking pace and posture irregularities, amplifying the risk of hypertension, 
cerebral infraction, and Parkinson’s disease [1]. An indispensable strategy for enhancing the quality of life for 
both senior individuals and those with partial muscle functions is facilitating both PF and DF of the foot, which is 
critical for restoring a healthy gait cycle and reducing mortality.  

Existing solutions to address foot flexion often involve motorized motion and tailored to individual’s body 
conditions [2,3,4]. Yet, these solutions encounter challenges related to limited force output and weight concern. 
To overcome these limitations, we have developed a prototype motor-less walking assist harnessing user’s 
bodyweight by using ratchet-pawl mechanism integrating bilateral assistances [6,7,8], yet it met few defects on 
utilizing the energy, concerning the compact and effectiveness, an advanced motor-less assist with integrated 
dual-slider lever mechanism to assist the PF and DF was proposed, thus assisting walking. 

 
Goals, proposed method, novelty 
 

The main aim of this study is to create a motor-free walking aid for the lower limbs. It operates using a 
combination of sliders and a linkage system to facilitate foot movement during walking (Fig. 1). Springs are 
employed to drive the linkage system, aiding in kicking the ground and raising the foot (Fig. 2). The concept 
employs the force generated by springs and levers to propel the foot forward during push-off when the heel 
leaves the ground. Additionally, an offset slider crank mechanism, coupled with a compression spring, is utilized 
to ensure a natural walking posture by actively lifting the foot. 

 

 
Fig. 1 Gait cycle decomposition 
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Fig. 2 Motor-less walking assist overview 

 

 
Fig. 3 Stretch reflex concept for advanced walking assistance 

 
Fig. 4 Mechanism of the assistance  

 
The device allows for customization of the springs to achieve optimal assistance with varying spring stiffness 

and deformation length. This novel motor-less walking assist integrates both foot raising and kicking assistance 
into one and focuses on assisting only ankle joint for gait training purpose with the concept of stretch reflex 
(Fig.3) [5]. Integrating sliders and levers under the forefoot resulting in compact, higher efficiency via adjusting 
springs’ deformation length, and lighter weight by 3D printing with polylactic acid (PLA) and aluminum A5052 for 
higher structural stiffness. Figure 4 shows the mechanism how to assist the ankle motion. 

 
Experiments, results, analysis of the results 
 

Overall, 3 participants with close body conditions, height, weight, and gender, were chosen for this experiment. 
The content included muscle activity variations of tibialis anterior (TA) and gastrocnemius lateral head (GLH) 
measured by electromyograph (EMG) and ankle angle variation by motion capture. All participants had been 
instructed to walk on the treadmill at the given speed (0.8 [km/h]) for 20 seconds and rest in 3 minutes between 
each session.  Both data were acquired at the same time during the experiment with participant self-determined 
beat per minute from without wearing the device for retaining a solid experimental baseline. For participants, 
they had been instructed to walk on the treadmill sequentially from softer spring to stiffer spring installed to the 
device, by practicing the experimental protocols, the changing in muscle activity and ankle angle variations 
between springs and without device could be observed for efficiency verification.  
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c) Muscle activity comparison of TA and GLH for all participants 

Fig. 5 %MVC (maximum voluntary contraction) and muscle activity comparison of TA and GLH for all participants 

 

 
 
 
 
 
 
 
Figure 5 shows the muscle activity and ankle angle variations for all participants [9]. Both participants received 

full assistance to the GLH muscle under weaker and stronger springs, leading to a significant drop-in activity with 
the stronger spring. The TA muscle, however, received only subtle assistance due to installed steel parts 
collecting feedback. It also showed reduced activity with the stronger spring due to increased inertia from 
plantarflexion assistance [9]. The apparatus effectively improved the gait cycle and posture, enabling users to 
walk with less energy expenditure, safer posture, and appropriate stride length. The T-test confirmed the 
reproducibility of the EMG results in this study. Figure 6 displays the measured angle variation results for each 
participant. Dorsiflexion was consistently larger with both springs [10]. The stronger spring provided adequate 
force, making walking easier and faster. Both springs guided gait posture. Phase transformation from stance to 
swing was restricted (60% to 80%, mid-swing 73% to 87%) [10]. The weaker spring guided posture, while the 
stronger one fully assisted motion, increasing ankle force and walking speed. Dorsiflexion was assisted 
regardless of spring, thanks to the apparatus's mechanism. The weaker spring suits able-bodied individuals, 
guiding posture, while the stronger one benefits seniors or patients with less strength, providing full assistance 
and improving gait cycle, resulting in a safer posture and larger stride length. 

 
Conclusion 
 

A motorless walking assistance device was developed, using an integrated slider and linkage mechanism to 
promote a safer and healthier walking posture. It assists both able-bodied individuals and those with deformities, 
improving the gait cycle and potentially enhancing walking speed and posture. Customizable assistive moments 
on the ankle can be achieved by replacing the springs. Comprehensive motion capture and electromyography 
experiments confirm improvements. The design minimizes stumbling risk on uneven terrains for individuals with 

a) %MVC of TA muscle for all participants 
evaluated by T-test, P<0.05 (*) and P<0.01 (**) 

b) %MVC of GLH muscle for all participants 
evaluated by T-test, P<0.05 (*) 

a)  P1 linear interpolated ankle angle 
variation in gait cycle 

b)  P2 linear interpolated ankle 
angle variation in gait cycle  

c)  P3 linear interpolated ankle 
angle variation in gait cycle 

Fig. 6 Ankle angle variations comparison for all participants, trajectories indicate in increasing angle in both PF 
(40 -60%) and DF (60-75%) 
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limited muscle strength. Future efforts focus on streamlining the design and enhancing flexion assistance with a 
user-friendly approach. 
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Abstract                                                                             
 

Research on social coexistence mobile robots capable of harmonious coexistence with humans has gained 
importance as they are being pervasive in the public places. In order to realize the goal of friendly coexistence 
with humans, we development a two-wheeled inverted pendulum balancing robot known as KUSBOT (Korea 
University Social Robot). The robot is designed for achieving stable navigation in complex road conditions and 
engaging in safe human-robot interaction within social settings. Based on the dynamic analysis of the KUSBOT, 
the feasibility of the robot is empirically validated. 

 
 
 
Topics: Robotics, mechatronics, machine design. 
 
 
 
I．Introduction 
 

With the gradual maturation of autonomous driving technology in the current 
society, intelligent mobile robots are undergoing remarkable development at an 
astonishing pace. Especially in places with high levels of social interaction, such 
as airports, banks, and restaurants, there is a significant emergence of guide 
service-oriented mobile robots. Currently, the prevailing mobile robots in use are 
mostly four-wheeled or multi-wheeled robots. However, due to the 
characteristics of the external shape and movement mode of multi-wheeled 
mobile robots, the robot does not seem compliant against the intentional or 
unintentional forces applied by humans [1]. As a result, when there is a risk of 
contacts during their movement in public places, there might be potential harms 
toward humans and/or the robot. And people may experience negative 
emotions, such as fear, when encountering such multi-wheeled mobile robots, 
hindering the achievement of harmonious coexistence between humans and 
machines. On recognition of this phenomenon, this paper introduces a novel 
two-wheeled inverted pendulum balancing robot named KUSBOT (Korea 
University Social Robot) as a good substitute for conventional multi-wheeled 
mobile robots, as shown in Fig. 1. 

 
The development of inverted pendulum robots has remained a prominent topic in the field of robot automatic 

control [2][3]. The two-wheeled inverted pendulum balancing robot system is essentially a walking inverted 
pendulum system. Its movement tendencies change based on shifts in its center of mass. When subjected to 
external forces, the front part of the robot will move backward, the motion direction of the robot itself will be 
compliant with the direction of external forces. Consequently, during interactions between the robot and humans, 
collisions can be effectively managed by the two-wheeled inverted pendulum balancing robot, preventing 
potential harm to life or property. 

 
The developed KUSBOT features an exterior with a soft shell composed of polyethylene foam and sponge. 

Through this soft shell, the safety of the robot's internal components is ensured, as well as the safety of humans 
during interactions. Furthermore, the KUSBOT robot is equipped with high-precision gyroscopes and 
accelerometers, allowing real-time determination of the robot's own state through sensors.  

 
II. Design Concept 
 

The overall model diagram of the KUSBOT is illustrated in Fig 2. The overall design concept of the KUSBOT 
primarily emphasizes safety and reducing human resistance. The KUSBOT has a cylindrical form factor, enabling 

Fig. 1. KUSBOT robot 
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it to exhibit excellent maneuverability even in narrow spaces. Combining the characteristics of the two-wheeled 
inverted pendulum robot, the KUSBOT is capable of achieving superior soft rotations. The KUSBOT's height is 
860mm, which corresponds to the typical height of a person's waist area. This height facilitates interaction 
between the robot and humans by allowing convenient hand interaction. The upper part of the robot comprises 
the battery compartment and storage space, covered with a soft material. The robot employs a large 2.8kWh 
battery weighing 30kg, thus the upper part of the robot is designed in a hexagonal honeycomb structure, 
providing both stability and storage capacity. As the upper part is the primary interaction area between humans 
and the robot, it is to be covered not only with a soft cover made of polyethylene foam and sponge but also 
equipped with six pressure sensors beneath the covering material. 
 

The two-wheeled inverted pendulum is highly sensitive to external action in the forward and backward 
directions due to its inherent structure, while sensitivity to action in the lateral directions is lower as they rotate 
around the rotation axis of the wheel. Thus, the pressure sensors are employed to monitor external forces in six 
directions: left, right, front-left, front-right, rear-left, and rear-right. By observing the forces detected by these 
sensors, appropriate interactive actions can be performed accordingly. Based on the characteristics of the 
inverted pendulum type robot described above, we are committed to deploying this type of robot in places with 
high human traffic, such as hospitals and community centers. The goal is to enhance coexistence between 
humans and robots by utilizing this type of robot, thereby reducing people's fear towards robots and facilitating 
a realization of an intelligent lifestyle. 
 

The lower section of the KUSBOT consists of the control and drive components. For the control, we utilize the 
real-time control system from Beckhoff, which consists a main PC and terminals, so that control loop runs at  
1ms correctly. By continuously reading data from the gyroscope and accelerometer located at the lower end of 
the robot, we can perform real-time monitoring of the robot's state, enabling prompt balancing. We utilized high-
precision accelerometers and gyroscopes in KUSBOT. The accelerometer has a dynamic range of -2.5g to 2.5g, 
with a resolution of 375mV/g. The gyroscope sensor used has a dynamic range of -100deg/s to 100deg/s, with 
a resolution of 20mV/deg/s and a Bias Instability of 3.5deg/h. The driving part of the robot employs two harmonic 
geared torque motors with a maximum torque of 127Nm each. These motors are directly connected to 16-inch 
wheels. Due to the characteristics of the harmonic geared, the motor backlash is negligible. 

 
III. Controller Design  
 

In order to achieve balance control for the KUSBOT, dynamic modeling of the robot is essential. As illustrated 
in Fig. 3(a), we use  the virtual joint method [4] to define the intuitive generalized coordinates for representing 
the robot's state and establishing its dynamic relationships. Ultimately, by the Lagrangian equation [5][6], we can 
derive the dynamic model of the KUSBOT. (For the space limit of this paper, the detailed derivation of the 
equation is omitted here. Please refer to [7] for the full derivation of the dynamic equation.) 
 

To accurately comprehend the pitch rotation angle and angular velocity of the robot, we employ high-precision 
gyroscopes and accelerometers to measure the yaw and pitch angular velocities as well as accelerations along 
the x, y, and z axes. By applying filters such as low pass filter, complementary filters, and Kalman filters to the 

Fig. 2. Overall shape of the KUSBOT 

Fig. 3. Control system of KUSBOT with PD control. 
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sensor signals, we can obtain a more precise depiction of the KUSBOT's motion state. By calculating the error 
between the current state and the desired state of the robot, the PD controller is employed to achieve a faithful 
balancing control of the robot. Simultaneously, by leveraging the robot's dynamic model, a feedforward control 
is achieved with a prior knowledge on the trajectories, as shown in Fig. 3(b). 

 
Based on the designed balancing controller, we conducted experiments by using the KUSBOT. In the 

experiments, the operator applied a certain opposing force to the front of the KUSBOT while it was in a static 
balancing state.  Results showed that the robot could maintain stable balancing both with a complaint response 
toward the external force by stepping slightly back. The experimental scenes are displayed in Fig. 4(a). With a 
sufficiently strong external force applied by the operator, the KUSBOT moved backward for a certain distance 
and still managed to maintain a stable balanced state. By conducting the experiment three times, the 
experimental data for Fig. 4(b) were obtained, indicates that the KUSBOT's pitch angle error and angular velocity 
error converge towards zero when subjected to external forces. This convergence signifies that the KUSBOT is 
rapidly recovering to its balanced state. 
 
 
IV. Conclusion 
 

In this paper we have introduced a socially interactive two-wheeled inverted pendulum balancing robot and 
conducts physical development and experimental validation. This robot is capable of various interactions with 
humans in a social environment and possesses a high level of safety due to its materials and form factor. In the 
future, we aim to achieve safe navigation of the KUSBOT robot on complicated road conditions by upgrading its 
tires and navigation sensors. Furthermore, we are working toward on integrating unmanned driving technology 
with the two-wheeled inverted pendulum balancing robot, aiming to enhance KUSBOT's social interaction 
capabilities. 
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Abstract                                                                             
 

Due to the challenges of aging, there’s a pressing need for rehabilitation and walking assistive. Elderly 
individuals often suffer from joint pain, muscle weakness, and balance issues, impacting their quality of life. To 
address this, a versatile walking assistive device that use stepper motor is introduced, aiding various movements 
and detecting user intentions. However, existing devices has a kinematic and biological mismatched hip 
structure, which may lead to secondary damage. A novel kinematic-biological matched hip joint structure is 
proposed, enhancing mechanical harmony. The study presents this innovative structure and control method, 
contributing to improved mobility and independence for the elderly population. 
 
 
Topics: robotics 
 
 
 
Introduction and background 
 

A high demand of rehabilitation and walking assistive device is raised due to the aging problem. A considerable 
portion of the elderly population is affected by joint pain, muscle weakness, and poor balance. Without external 
assistance, these individuals may struggle to walk and more likely to fall, which will cause negative effects on 
their quality of life (QOL). To provide elderly assistance both in their daily life and in rehabilitation progress, a 
walking assistive device is proposed and built. This device can assist users in the motions of standing up, sitting 
down, and going up or down stairs as well as supporting people of different heights walking in appropriate gaits. 
It can also automatically detect users' intentions using only pressure sensors and potentiometers, and it can be 
used outdoors for extended periods of time.  

However, the majority of present exoskeletons as well as proposed walking assistive device have a problem 
of the mismatch between the kinematic and biological hip (as is shown in Fig. 1), which can lead to unwanted 
stress on the hip. To prevent secondary damage caused by the misalignment of exoskeleton's mechanical and 
biological hip, a novel hip joint structure for improving the current walking assistive device is purposed. 

 

 
Fig. 1 Current issue of hip joint  

 
Goals, proposed method, novelty 
 

The goal of this research is to purposed a lower limb exoskeleton with a kinematic-biological matched hip joint 
structure, which can help elderly to prevent dangerous accidents and improve life quality. 
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In this paper, we developed a lower limb movement assistive device that assists the hip, knee, and ankle joints 
of both legs using stepping motors [1], and we report on its assistive effects. Usually the developers of lower limb 
exoskeleton usually don’t use the stepper motor because of its’ slipping problem, but we consider it is safer to 
be slipped in accidents.  

 

 
            Fig. 2 Intentional slip and recover of the stepper motor 

 
Stepping motors can easily control angles and angular velocities through pulse signals. Although they may slip 

due to overload, it can recover to the original position to restore synchronization through control by measuring 
the angle during desynchronization (as is shown in Fig. 2). The motor is controlled based on the toe’s trajectory. 
The trajectory point is used for the calculation of inverse kinematics, then the motor can be controlled based on 
the calculated target value. 

 

 
            Fig. 3 Structure of the purposed lower limb exoskeleton 

 
Figure. 3 shows the current device and its hip structure. Each joint of the device equipped with a set of 

potentiometer and stepper motor. The potentiometer is used for measuring the current angle of the joint. 
Additionally, there are 2 pressure sensors attached on each foot, one in the front and one under the heel. By 
combining the read value of the potentiometer and pressure sensor, the user’s intention including walking, going 
up/down stairs and standing up/sitting down can be obtained, and the device can support multiple motions. 

The newly purposed hip joint’s structure has three 1-DOF rotational joints (robot joints) and one 3-DOF ball 
joint (human hip joint), and by including these joints the total DOF of the joint is 6, which provide the mechanism 
3 DOFs (Roll, Pitch and Yaw). Three robot joints are locating on a sphere which center is coincident with human 
hip joint’s center, and all three joints’ axes are coincident at the center of the sphere. By connecting joints using 
three curved bars and human thigh with a straight bar, a closed loop four bar mechanism can be constructed 
while eliminating kinematic and biological mismatch [2]. 

 

 
Fig. 4 The 3D model of the hip joint structure (left side)  

 
Figure. 4 shows the 3D model of designed hip joint structure. The novelty is that it uses tilt axes to eliminate 

the mismatch between the kinematic and biological structure while avoiding the interfierence between the 
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exoskeleton and human body. Since each axis of the joint of the hip structure is coincident at the human’s hip 
joint center, the robot’s hip joint structure can behave like a ball joint as human hip. And since the human’s hip 
joint can only provide a limited abduction/adduction angle and external/internal rotation angle, the chance of 
singularity of the mechanism is not needed to be considered.  

 
Experiments, results, analysis of the results 
 

This exoskeleton assists full leg motion mainly for walking and similar activities. There are 4 muscles play the 
main roles in support those activities. They are RF (Rectus femoris), BF (Biceps femoris), TA (tibialis anterior), 
and GAS (gastrocnemius). 

There are 3 able bodied 20's participants been experimented the subjects are required to perform the motion 
of the assistant functions for 3 to 5 times in a roll and compare their %MVC values of wearing the device and 
without wearing the device of performing the same motion. The %MVC comparison bar graphs of each motion 
are listed below in Fig. 5. 

For normal walking, all muscles activity decreased, it proved that this device is effective to assist user’s walking. 
During motions, agonist and antagonist muscles are simultaneously used, BF and GAS are used against the 
weight of user. By using this device, the equivalent meaning of the gravity compensation can be realized, then 
their muscle activities can be decreased.  

 
Fig. 5 Experiment result of EMG test  

 
Conclusion 
 

As a conclusion, a lower limb exoskeleton with a kinematic-biological matched hip joint structure has been 
developed, and through experiments its effectiveness has been proved. The device can be used outdoor, and 
can satisfy the daily use of elderly. It can not only assist walking motion, but also assist going up/down stairs and 
standing up/sitting down. With the newly designed hip joint structure, the kinematic and biological mismatch can 
be eliminated. 
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Abstract                                                                             
This study presents a new way to utilize computer vision to detect surface defects such as cracks and shrinkage 

in injection molded products and distinguish between good and bad products. Previously, surface defects of 
injection products were mainly detected visually, but the detection process was inconsistent due to the operator's 
subjectivity, and the accuracy of the detection was poor due to human error in manual inspection. To solve the 
above-mentioned problems and develop a new method for automatically detecting defective products, computer 
vision and various image processing techniques were introduced to implement an optimal algorithm for the 
product to be inspected. In the existing detection system using computer vision, only one product is inspected, 
but in this study, we propose a method to detect three products simultaneously. Through this process, we 
achieved a high accuracy of about 95% and a recall of 96% in detecting defective injection products. 
 
 
Topics: image processing, molded product, surface defect 
 
 
 
Introduction and background 
 

In manufacturing, product quality control is a key factor in increasing cost-effectiveness, reliability, and 
customer satisfaction. In the case of injection molded products, surface defects can have a serious impact on 
the performance and appearance of the product, so early detection of defects is critical. Traditionally, surface 
defect inspection of injection molded products has been done manually. This is a labor-intensive and error-prone 
process that relies on the human eye. In addition, as injection products become more diverse and complex, and 
production speeds increase, quality inspection methods have not kept pace. 

 
In response to these challenges, computer vision technology is gaining traction. Computer vision is a branch 

of artificial intelligence that extracts information from images or videos and has been applied to automatic quality 
inspection, manufacturing automation, and faster and more accurate defect detection [1]. 

 
In this paper, we explore how computer vision technology can be applied to solve the problem of surface defect 

detection in injection molded products. The main goal of this research is to overcome the limitations of existing 
methods and develop an efficient detection system [2]. 

 
The thesis is organized as follows: The first chapter introduces the basics of computer vision techniques. The 

second chapter describes the computer vision-based surface defect detection algorithm we developed. The third 
chapter presents the experimental results, and the final chapter discusses the conclusions of this work and future 
research directions. 

 
Goals, proposed method, novelty 
 

Computer vision is a technology that allows machines to recognize and process information from images or 
videos. Computer vision is used in many different fields, and there are several key concepts involved. 

 
First, image processing is the process of converting or analyzing digital images. The main techniques include 

histogram smoothing, which is a method of evenly adjusting the distribution of brightness values across the entire 
range to optimize the contrast of an image; filtering, which is a technique of applying various filters to an image 
to highlight certain patterns or remove noise; and image transformation, which involves performing 
transformations such as scaling, rotating, and warping an image. 

 
Second, feature extraction is the process of identifying and summarizing important information or patterns in 

data, which is used to succinctly and effectively represent the information in an image. Examples include SIFT 
and SURF, algorithms that extract scale- and rotation-invariant features from images; HOG, which extracts 
features from the distribution of local gradient directions in an image; and color histograms, which represent the 
distribution of colors in an image 
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Finally, pattern recognition aims to find structural patterns or rules in given data to classify or predict that data, 
which is based on machine learning, statistics, and algorithms. Examples include K-NN, an algorithm that 
classifies or predicts a given data point by referring to the 'k' closest data points; SVM, an algorithm that classifies 
data by finding the widest line separating two groups of data; and decision trees, which generate decision paths 
based on data features and are suitable for classifying or predicting complex data [3]. 

 
In this paper, we will focus on image processing. 

 
Computer Vision based Surface Defect Detection Algorithm 
 
1. image acquisition environment building 
 

When detecting a single product, the amount of light illuminating the subject is not a significant limitation. 
However, if three products are being photographed simultaneously, the amount of light received varies 
depending on the position of the product, which can lead to poor detection of defective products. To overcome 
this problem, LEDs were installed at both ends of the darkening box to create an environment that allows the 
subject to receive light smoothly (Fig.1). The speed 
at which the product travels when inspecting for 
surface defects should be the same as in the field, 
so the speed of the conveyor belt was set at 30 
cm/s in consultation with the user company. 
Market research showed that most companies 
using goods transportation equipment also use 
this figure. 

 
2. Image pre-processing 

 
In general, the acquired images can be 

problematic for the surface defect detection we 
want to perform due to factors such as noise and 
resolution degradation. Therefore, we want to 
perform image preprocessing using several 
techniques. 

                                                                                            Fig.1: Lighting environment schematic 
 

In order to detect the surface defects of injection products as they move on the conveyor belt, high computing 
speed is required and the features must be accurately detected. First, the three-channel RGB image was 
converted to a one-channel grayscale image to speed up the computation (Fig.2-1) [4]. In addition, the 
convolution was performed using a 5x5 Gaussian filter, a technique for smoothing images to eliminate noise and 
preserve edges in gray images of injection products (Fig.2-2) [5]. The background image data other than the 
surface of the injection part is unnecessary and can be removed to speed up the computation. Here, thresholding 
is applied to the image in Fig 2-2(Fig.2-3). 

 

 
 

Fig.2: pre-processed images 1 
 

Histograms were constructed and smoothed to maximize the contrast in the images with the various filters 
applied. This allowed the surface defects, shrinkage and cracks, to be clearly distinguished from the surface 
color, and the boundaries of the surface defects to be outlined (Fig.3-1) [6]. To locate the borders of the injection 
parts, the edge detection technique Canny was used. The image pixels were scanned as a whole, and the parts 
of the data with high gradient in the vertical and horizontal directions were considered as edges, and hysteresis 
thresholding was used to distinguish between real and fake edges to display only real edges (Fig.3-2) [7]. To 
improve visibility, we inverted the image above and applied bitwise OR as shown in Figure 2-3(Fig.3-3). 
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Fig.3: pre-processed images 2 
 

 
 
 

Experiments, results, analysis of the results  
 

We found the size of the black pixel inside the edge and distinguished whether the product is defective and the 
type of defect based on the value. In this case, if only one product is inspected, the total size of the black pixel 
determines whether the product is defective or not, but since we are inspecting three products at the same time, 
we need to find the size of each product's black pixel separately. Therefore, we designed the algorithm to detect 
three products simultaneously by finding the size of the black pixel in the closed curve corresponding to the 
outline of the product using the contour method. Normal products usually have pixel values below 800, while 
defects such as shrinkage and cracks have values between 1000 and 1500. 

Then, using the contour technique, the color of 
the injection product was marked differently 
according to the type of defect, and the text was 
marked whether it was a defective product or a 
normal product. (Fig.3). In addition, since the angle 
of the camera may misrecognize whether a product 
is defective or not, data from when the injection 
product was first captured by the camera as it 
moved through the conveyor belt to when it was 
released was collected and averaged to determine 
whether the product was ultimately defective or not. 
 

We tested the algorithm constructed in Chapter 2 
and obtained the inspection accuracy and recall. 
The experiment was conducted with 100 products, 
including 50 good products, 25 cracked products, 
and 25 shrinkage products, and the accuracy and 
reproducibility were calculated using the confusion 
matrix. 

 
Accuracy was calculated as the Number of samples correctly judged as defective or good (TN + TP) / total 

number of samples (TN+FP+FN+TP) * 100%, and recall was calculated as the number of samples judged as 
good (TP) / number of samples that were actually good (FN+TP) * 100% [8]. The results of the experiment were 
as follows:  

 
 

 Preditive Values 
 Positive (1) Negative (0) 

Actual Values Positive (1) 48 2 
Negative (0) 3 47 

 
Table 1: Confusion matrix of experimental results 

 
The number of times a good product was judged as good was 48, the number of times a good product was 

judged as bad was 2, the number of times a bad product was judged as good was 3, and the number of times a 
bad product was judged as bad was 47. Using these values, we can calculate the accuracy and recall as follow: 

 
Accuracy = (48+47)/ (48+2+3+47) *100% = 95% 
Recall = 48/ (48+2) = 96% 

 
 
 
 
 

 
Fig.4: Image of injection product defect judgement 
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Conclusion 
 

The application of computer vision technology to detect surface defects in injection products is one of the 
promising methods for quality control. Various image preprocessing techniques were effective in refining the 
data, which allowed the algorithm to effectively distinguish between good and bad products. In addition, by 
developing an algorithm that can inspect three products simultaneously, the speed of inspection is increased, 
making the quality control process more productive. 

 
The validation of the algorithm was also successful. The 95% accuracy and 96% recall rate emphasize the 

robustness and reliability of the system, reducing the likelihood of defective products and increasing customer 
satisfaction. If implemented in an automated line, the algorithm can significantly reduce the dependence on 
manual work, contributing to a reduction in labor costs and greater consistency of inspection results.  

 
In the future, we plan to add techniques to image preprocessing to detect smaller defects and optimize the 

algorithm for automated lines. They also plan to combine it with machine learning or deep learning techniques 
to increase the accuracy and speed of detection.  
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Abstract                                                                             
 

In this study, we focus on the growth of graphene on stainless steel (SUS 304), which can be used as 
electrodes in electrochemical systems. The effect of the growth temperature on the morphological and structural 
characteristics of graphene nanostructures is illustrated. Graphene nanostructures on the SUS substrate are 
controlled by the growth temperature and the nanostructures transform from the amorphous carbon layer with 
graphite like layer at 600 ℃ to few-layer graphene at 700 ℃, and ultimately to vertical graphene nanowalls at 
900 ℃. This structure transformation can be explained by the equilibrium between carbon diffusion into the SUS 
substrate, carbon etching effects by H2 and the supply rate of carbon sources. 
 
Topics: materials engineering, production 
 
Introduction and background 
 

Graphene, hexagonal arrangement of carbon atoms forming one-atom thick planar sheet, is a promising 
material for future electronic applications due to their high electrical conductivity and mobility as well as chemical 
and physical stability [1]. Planar graphene films with respect to the substrate have been synthesized using 
various methods including mechanical exfoliation, epitaxial growth of SiC and chemical vapor deposition (CVD) 
[2-4]. Plasma-enhanced CVD (PECVD) is developed on the basis of CVD and used to synthesize planer 
graphene films at low temperatures or vertically standing few-layer graphene [5]. In addition, PECVD is becoming 
one of the most promising techniques to produce carbon materials, including diamond, aligned carbon nanotube 
films, and carbon nanowalls (CNWs), owing to its feasibility and potentiality for large-area production with 
reasonable growth rates at relatively low temperatures. 

 
Thanks to its chemical stability and high electrical conductivity, SUS is widely used as electrodes in 

electrochemical systems (batteries, supercapacitors, catalysts). Various research groups have studied the 
growth of graphene nanostructures on SUS substrates, focusing on improving its conductivity, corrosion 
resistance and mechanical properties (surface hardness) and morphological characteristics for applications to 
energy, catalysis and sensors [6-7]. However, the growth of carbon nanostructures on SUS substrates at high 
temperatures is a complex process, since the composition of SUS (mainly based on Fe, Cr, and Ni) on the 
substrate’s surface can vary considerably [8]. Under high temperatures, a deposition reaction occurs between 
the carbon atoms and SUS forming chromium iron carbides (Cr, Fe)xCy [9]. After the pyrolysis of the methane, 
most of the available carbon atoms preferentially reacted with iron in SUS to form iron carbide, whereas only an 
extremely small quantity of carbon to form graphene layer [10]. Furthermore, temperature exerts an influence on 
the solubility of carbon and the precipitation of carbides, making an impact on the growth of graphene 
nanostructures on SUS substrates. PECVD is used to expand the attainable temperature for the graphene 
nanostructures growth on SUS substrates through the advantageous influence of plasma enhancement 
accelerating methane decomposition and concurrently lowering the activation energy required for graphene 
growth. Nevertheless, limited research has been conducted on the impact of carbon dissolution and deposition 
on the morphology during the growth process. Thus, in this study, we discussed the effect of growth temperature 
on graphene nanostructures grown on SUS substrates by PECVD in combination with the growth mechanism. 
 
Experimental details and growth mechanism 
 

Graphene nanostructures were synthesized using microwave plasma enhanced CVD (PECVD) employing a 
CH4/H2 mixture. Substrates used for growth experiments were SUS 304 with the thickness of 50-100 μm. Fig. 1 
shows the schematic of reactor used for the growth of graphene nanostructures. 

 
Growth experiments were carried out at a substrate temperature of 600~1000 ℃, total gas pressure of 2.6 KPa 

(20 Torr), deposition time of 30 min (after 2 min of H2 pretreatment) and CH4 and H2 flow rates of 10 and 6.5 
sccm, respectively. Carbon deposits were evaluated by scanning electron microscopy (SEM), X-ray diffraction 
(XRD) and Raman spectroscopy. 
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Fig. 1: Schematic of the reactor used for the growth of graphene nanostructures. 

 
The growth mechanism of graphene nanostructures for PECVD is illustrated in Fig. 2. The interaction between 

high-energy electrons in plasma and gas molecules ionizes and reacts, forming various free radicals through 
dissociation reactions. In PECVD, CH4 is dissociated as CHx, C2 and H2 radicals. The radicals migrate to form 
nucleation sites under ion irradiation and graphene nanosheets coalesce at the nucleation site to form nuclei and 
grow, which called nucleation and coalescence mechanism [11]. In addition, a reversible equilibrium between H2 
plasma etching and CH4 plasma growth introduces the etching and growth mechanism [12]. The balanced 
competition is represented by Equation 1: 

 
CH4 (g) ⇌ Graphene (s) +2H2 (g)-Q        (1) 

 
, where Q is reaction heat. In general, the morphology of graphene nanostructures are determined by these two 
mechanisms. Within transition metals characterized by elevated carbon solubility, such as nickel (Ni), the process 
of plasma-enhanced graphene growth appears as a typical dissolution and precipitation mechanism. Through 
the regulation of temperature, the quantity of carbon dissolved within the Ni substrate is managed, resulting in 
the acquisition of different layers of graphene. In the metal substrates characterized by limited carbon solubility 
(like Cu), the primary formation process of graphene entails the catalyzed dissociation of the carbon source on 
the surface of the copper substrate which called surface-catalyzed dissociation processes. The growth process 
of graphene on the SUS substrate involves numerous mechanisms for carbon incorporation due to the solubility 
of carbon in iron. Carbon diffusion initiates from the initial stage of carbon deposition, and in the presence of 
plasma, carbon undergoes nucleation on the SUS substrate, resulting in the formation of diverse graphene 
nanostructures. 
 

 
Fig. 2: Schematic illustration of the growth mechanism by PECVD. 

 
Results, analysis of the results 
  

Fig. 3(a-c) show the SEM images of graphene nanostructures deposited at 600, 700 and 900 ℃. The surface 
at 700 ℃ was smoother than that at 600 ℃, and vertically grown graphene-like nanosheets could only be seen 
more than 900 ℃. The vertically grown graphene-like nanosheets, also called graphene nanoflakes, is three-
dimensional graphene, which can be described as graphite sheet nanostructures with edges that are consisted 
of stacks of planar graphene sheets standing almost vertically on the substrate [13]. Raman spectrum gives 
information about the hybridization and the defect density of carbon materials. The pristine Raman spectrum of 
graphene predominantly comprises two distinct bands of significance: the G band, situated around 1580 cm-1, 
associated with vibrational symmetry and crystalline quality, and the 2D band, positioned near 2700 cm-1, 
attributable to two-mode non-elastic phonon scattering. However, due to the defects and disorder of graphene 
films, the Raman spectrum may exhibit D band (1350 cm-1) and D' band (1620 cm-1). The breadth of characteristic 
bands in Raman spectrum is typically indicative of structural attributes, lattice imperfections, molecular 
oscillations, and interactions of materials. Amorphous carbon generally comprises various carbon configurations 
with irregular structures and a large number of lattice defects, giving rise to the large broad overlapping 
characteristic bands as shown in Fig. 3d (black line at 600 ℃). In the case of samples grown at 700~1000 ℃, 
the Raman spectrum exhibited a D band, G band, and 2D band. The appearance of G and 2D bands indicated 
the presence of graphene on the sample. The I2D/IG ratio provides information related to the number of graphene 
layers. I2D/IG ratio reached to the highest of 1.18 at 700 ℃, signifying few-layer graphene formed on the surface 
and this ratio gradually decreased with increasing temperature, indicating the formation of multilayer graphene 
or graphite like layers. The G band is accompanied by a shoulder D' band, as well as a strong D band and D+D' 
band appears. These characteristics are associated with the presence of finite-size graphite crystals and 
graphene edges, which are prevalent features of vertical graphene nanostructures [14]. When the temperature 
rose to 900 ℃, vertical graphene nanostructures were formed on the surface. According to the XRD results in 
Fig. 3e, Fe3C diffraction peak (obtained from the comparison of standard PDF cards) began to appear at 700 ℃, 

Growth 

Etching 
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indicating that carbon atoms diffused into the substrate in the configuration of interstitial carbons and part of them 
reacted with iron to form iron carbide. The type of diffraction peak at 600 ℃ was the same as the SUS substrate, 
and the displacement of the γ-Fe diffraction peak towards a smaller angle indicated the diffusion of carbon atoms 
into the γ-Fe lattice, resulting in the enlargement of the lattice constant. The rise of temperature was accompanied 
by the formation of carbides in the crystal, which reduced the supersaturation of carbon in the lattice and 
decreased the shift of diffraction peak. 

 

 
Fig. 3: Surface SEM images of graphene nanostructures at (a) 600, (b) 700 and (c) 900 ℃, (d) Raman 

spectra of samples (600~1000 ℃), (e) XRD patterns of samples (600~1000 ℃). 
 

Based on the above results and growth mechanism, we proposed a model for graphene grown on the SUS 
304 substrate as shown in Fig. 4. The radicals (CHx and C2) for growth of graphene nanostructures, some 
diffused into the SUS 304 substrate, and some adsorbed on the SUS 304 surface and migrated to form nucleation 
sites under the ion irradiation. The diffusion coefficient of carbon in iron is calculated from Equation 2 [15]. Here, 
D0 is diffusion vibration factor, Q is activating energy, R is gas constant and T is temperature: 

D = D!e"
!
"#        (2) 

It could be inferred that at 600 ℃, carbon infiltrated into the SUS substrate to form a supersaturated austenite 
structure. Nevertheless, the diffusion coefficient of carbon remained smaller and less carbon infiltrated, causing 
the relatively high proportion of CH4 (high supply rate of carbon sources) on the SUS substrate. According to 
Equation 1, the reversible reaction moved to the growth side, leading to the nucleation and a substantial 
accumulation of carbon on the surface to form an amorphous carbon layer with graphite like layer. Increasing 
growth temperature, the diffusion of carbon led to the formation of carbides on the surface. In contrast to 600 ℃, 
significant increase of diffusion coefficient (large carbon diffusion into the SUS substrate), decreasing the CH4 
proportion to move Equation 1 to the etching side. Furthermore, heat effects moved Equation 1 to the growth 
side. The etching effect reduced the accumulation of disordered carbon on the surface and the growth effect 
facilitated the nucleation and growth of graphene nanostructures. Equation 1 achieved a balance between growth 
and etching, forming few-layer graphene at 700 ℃. Further increasing temperature, the diffusion coefficient at 
900 ℃ was 17 times larger than that at 700 ℃, leading to the rapid formation of iron carbide, and accelerating 
the nucleation density of graphene. Concurrently, small and disordered graphene nanosheets grow at granular 
sites, giving rise to vertical graphene nanostructures.  
 

 
Fig. 4: Schematic illustration of the growth mechanism of graphene on the SUS 304 substrate. 

 
Conclusion 

 
Graphene nanostructures were prepared on SUS 304 substrates by PECVD. Temperature affected the growth 

mechanism of graphene nanostructures to modify their structures and morphologies. At 600 ℃, high supply rate 
of carbon sources resulted in more accumulation of carbon and nucleations on the surface to form the amorphous 
carbon layer with graphite like layer. Subsequently, at 700 ℃, a delicate balance was achieved among etching, 
penetration, and growth, leading to the formation of few-layer graphene with I2D/IG ratio of 1.18. At 900 ℃, the 
rapid formation of iron carbide and the high nucleation density gave rise to the formation of vertical graphene 
nanowalls. 
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Abstract                                                                             
 

In this study, we attempted to investigate individual effects of various plasma-related factors on high aspect 
ratio (HAR) etching characteristics of SiO2 with using the amorphous carbon layer (ACL) mask. Experiments 
were carried out in an inductively coupled plasma etching system in CF4/ C4F8/He and C2F6/C4F8/He gas systems 
with low-frequency (2 MHz) bias power sources. For HAR oxide etching, a Hexafluoro isobutylene (C4H2F6) gas 
with a low global warming potential of 18 was also examined, as an alternative gas for C4F8 gas. Based on these 
results, the possibility for HAR oxide etching using C4H2F6 gas chemistry was suggested in this work. 

 
 

Topics: Give between 1 and 5 topics. Use the topics on the site of the symposium. Indicate the thematic session 
topic ‘Thematic session topic’ if it is the case. 

 
Introduction and background 
 

In recent years, conventional etching techniques used with capacitively coupled plasma reactive ion etching 
(CCP-RIE) systems often face challenges, such as contact hole distortion, clogging, tilting and non-opening.[1] 
To address these issues, researchers have been exploring alternative gas chemistries and process parameters 
to improve oxide etch properties. This study focuses on investigating the properties of HAR oxide etching in an 
inductively coupled plasma (ICP) system using low-frequency (2 MHz) bias power. In our previous work, we first 
suggested the applicability of ICP etching system with a low-frequency (2MHz) bias power to the HAR oxide 
etching with a pattern of 100nm or less.[2] Obviously, evident benefits in respect to etching selectivity and etching 
profile may be obtained from the individual control of physical and chemical etching pathways.[3] Thus, in this 
work, we tried individually to control the physical and chemical effect on the oxide etching characteristics. We 
also intend to contribute to the development of eco-friendly and technologically advanced next-generation HAR 
oxide etching technology by evaluating oxide films and ACL materials etching processes using C4H2F6 gas 
chemistry with a low global warming potential. 

 
 

Experiments, results, analysis of the results 
 

Both etching and plasma diagnostics experiments were performed in an ICP etcher described in previous 
publications.[4, 5] Experiments were carried out with CF4/C4F8/He and C2F6/C4F8/He gas mixtures, to control the 
individual control of radical flux. On the other hand, C4H2F6 which has low GWP potential of 18, has been 
evaluated as the alternative gas to solve environmental problems. Accordingly, an experiment was also 
performed using CF4/ C4H2F6 (or C4F8)/He as a mixed gas composition for the etching process, to confirm the 
C4H2F6 etching characteristics as an alternative of C4F8 gas. Both the etching chatactyeristics of CF4/ C4F8 /He 
chemistry and CF4/ C4H2F6 /He are compared and evaluated. 

 
l Individual control of chemical effect on the oxide etching characteristics. 

Figure 1 shows the changes in the etched oxide profile according to the two gas mixtures. The gas mixing ratio 
of C4F8 was decreased from 100% to 50% from left to right. As shown in this figure, it can be confirmed that in 
the etched ACL profile of the sample using CF4, a slightly more pronounced ACL facet phenomenon was 
observed compared to C2F6. This is because the selectivity is determined by the CFx/F ratio. If an enough amount 
of polymer is not formed on the sample surface, the ACL thin film can be significantly affected by ions accelerated 
by a large VDC (self-DC bias voltage). Meanwhile, it can be observed that to improve the etch selectivity of the 
ACL thin film, it is necessary to form a thick polymer on the surface of the ACL thin film. 

From this figure, we confirmed that the high aspect ratio oxide etching process is possible by using the ICP 
system to which a 2 MHz bias power is applied. In addition, it was also confirmed that each plasma parameter 
such as the ion density, ion energy, and radicals could be individually changed in the plasma etching process. 
This method will be practical and useful for examining the etching characteristics. 

Figure 2 shows the C 1s spectra detected from the surface of the ACL thin film after partial etching of the ACL 
thin film using two mixed gases. The atomic % was extracted under two mixed gas conditions. For the case of 
CF4/ C4F8 gas mixture, C 1s and F 1s were 62.74 % and 37.26 %, respectively. Under the condition of the C2F6/ 
C4F8 gas mixture, C 1s and F 1s were 67.65 % and 32.35 %, respectively. In particular, when C2F6 gas was used, 
the atomic % of C 1s was greater. As shown in this figure, when C2F6/C4F8 gas is used, the amount of polymer 
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formed on the surface of the ACL thin film increases. This was confirmed to be due to an increase in the C-F2 
bond.  

 

 
Fig.1: The comparison between CF4 and C2F6 etching profiles for individual control of radical flux.  

 
 

 

 
Fig. 2 XPS C 1s deconvolution of ACL material 

etched at the CF4/ C4F8 /He plasma. 
Fig3: The etched oxide profile using 

C4H2F6 gas 
 

 
l The oxide etching characteristics of C4H2F6 gas as an alternative of C4F8 gas. 

Figure3 shows the etched profile of HAR oxide film. As shown in this figure, the anisotropic etched profile was 
obtained. This figure definitely indicates that the C4H2F6 gas can be applied to the HAR oxide etching process 
as an alternative of the C4F8 gas. 

 
Conclusion 
 

In this work, it has been suggested that high aspect ratio oxide film etching process with a size of 100 nm or 
less, which has been processed only by the RIE system so far, is surely possible by using the ICP system to 
which a 2 MHz bias power is applied.  

It was also confirmed that each plasma parameter such as the ion density, ion energy, and radicals could be 
individually changed in the plasma etching process. This method will be practical and useful for examining the 
etching mechanism. 

In addition, this study investigated the etching characteristics of HAR oxide using the eco-friendly gas C4H2F6 
as a replacement for C4F8 in an ICP system. Overall, the findings suggest that using C4H2F6 gas as an alternative 
to C4F8 gas in HAR oxide etching processes is feasible. It offers the advantages of reduced global warming 
potential and higher selectivity to ACL materials 
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